CHAPTER ONE
INTRODUCTION
1.1 Preamble
One of the critical challenges in hydrocarbon exploration is the assessment of reservoir quality beyond areas covered by wells. One technique that attempts to provide the prediction of reservoir properties from seismic data and solve this problem is seismic inversion. Integration of seismic and well log data can aid the proper understanding of reservoir characterization in order to optimize hydrocarbon production. However, by estimating acoustic impedance from logs and establishing a relationship among various reservoir properties through the analysis of 3D seismic inversion one can determine reservoir properties beyond well locations (Singh et al., 2013). Seismic inversion is a process that converts seismic trace information into acoustic impedance. Through the inverted impedance other reservoir properties such as lithology, porosity and fluid content can be quantified away from the well. The inverted impedance model can also be used for building facies and facies based porosity and permeability model (Shrestha and Boeckman 2002).
Seismic inversion involves converting the reflectivity seismic data into acoustic impedance by using suitable wavelets. Different seismic inversion methods (such as Model Based, Band limited, Sparse Spike and Stochastic) are used commercially to map the detailed reservoir properties such as lithology and fluid properties. These properties are estimated by using different inversion algorithms on the seismic data with prior geological knowledge and well log data. The relationship between seismic and lithology is empirical. The reduction of uncertainty in this relationship will have large effect on the reservoir model building, thus on development and production of the hydrocarbon (Badri et al., 2002). The inverted impedance model is also used for building facies and facies based porosity and permeability model (Shrestha et al., 2002).
Correlation between seismic average impedance and log-derived impedance can aid better understanding of formation lithologies and cross plots of acoustic impedance can also be used to study the lithology of a given formation and the saturating fluid (Avadhani et al., 2006). Discrimination of sand from shale, detection of stratigraphic trap such as pinch outs and encasement of sand within shale are easier to detect in impedance section than in stacked seismic sections, it is therefore better to scan through volume of inverted seismic data to map favourable hydrocarbon sand reservoir. Acoustic impedance can be used as an indicator of lithology, porosity and even the presence of hydrocarbon, it can also be used as a qualitative and quantitative reservoir analysis and mapping of flow units (Singh et al., 2013).
In this study post-stacked seismic inversion was carried out using model based approach by integrating seismic and well log data to characterize and predict the reservoir parameters of “Ovi” Field based on acoustic impedance.
1.2 Previous Works
Several authors have worked on the Niger Delta, among such workers are; Weber and Daukoru (1975), Avbovbo (1978), Doust and Omatsola (1989), Evamy et al., (1978), Whiteman (1982) whose work studied intensively the geology of Niger Delta in terms of its habitat, stratigraphy, structures, and petroleum system.
Avadhani et al., (2006) estimated acoustic impedance from log and established the relationship among various reservoir properties through the analysis of 3D seismic data from Cauvery basin Indian. They were able to characterize the lithologies of formation based on cross plots of acoustic impedance generated from log and various reservoir properties such as shaliness, porosity and water of saturation.
Chopra et al., (2009) worked on 3D pre-stacked data to evaluate relative acoustic impedance in detecting thin sand layers.
Singh et al., (2013) carried out seismic inversion on a 3D post stacked time migrated volume by integrating geological, petrophysical and production data of existing wells from Heara Field, western offshore India and they concluded and established a relationship between P-Impedance and porosity thus enabling them to classify the carbonate reservoir into three categories.
Srivastava et al., (2013) used post stacked inversion to integrate acoustic impedance of hydrocarbon bearing sands to derive estimate of potential distribution of reservoir sands in integration with computed acoustic impedance attribute through electronlogs from upper Assam basin. 
Alao and Oludare (2015) applied Multi-Attribute Probabilistic Neural Network Transform to 3D seismic and well log datasets from 'Bigola' Field, Niger Delta, through post stack inversion transform to demonstrate relevant reservoir properties such as acoustic impedance, porosity, resistivity and water saturation. The results obtained were used to identify reservoir sands.
1.3 Aim and Objectives
This research is aimed at improving the prediction of reservoir fluid and lithology beyond wells through the application of acoustic impedance.
The objectives of this study are to:
i) identify and evaluate reservoir properties;
ii) generate acoustic impedance from well logs and cross plot it with reservoir properties;
iii) generate seismic inversion volume and average impedance values over time slice corresponding to different stratigraphic/sand units; 
iv) correlate seismic average impedances and log-derived impedance for sand and shale lithologies; and
v) identify new prospects.
1.4 Location of Study Area
”Ovi” Field is situated within the onshore Niger Delta, located in southern Nigeria between Longitudes 3-9E and Latitudes 4-6N. Figure 1.1 shows the study location.
1.5 Justification for the Study
One of the main exploration and development challenge is the ability to evaluate reservoir quality beyond area covered by wells. In this study acoustic impedance will be applied on 3D seismic section to get accurate and better information in predicting lithology and fluid beyond well control.
1.6 Contribution to Knowledge
This research, using acoustic impedance will be able to;
(i) provide detailed understanding about the subsurface lithology of “Ovi” Field;
(ii) locate new hydrocarbon bearing prospect; and
(iii)  Provide information needed for well placement.
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Fig 1.1: Location Map of the Study Area



CHAPTER TWO
LITERATURE REVIEW
2.1 Geology of Niger Delta
The Niger Delta is situated on the Gulf of Guinea on the west coast of Central Africa. The development of the whole basin is structurally controlled by lineaments resulting from the opening of the South Atlantic Ocean (Knox and Omatsola, 1989). The continental basement exhibits two structural elements (Murat, 1972). The onshore portion of the Niger Delta province is delineated by the geology of southern Nigeria and southwestern Cameroon (Figure 2.1). The northern boundary is the Benin flank, an east-northeast trending hinge line south of the West Africa basement massif. The northeastern boundary is defined by outcrops of the cretaceous on the Abakaliki High and further east-southeast by Calabar flank a hinge line bordering the adjacent Precambrian. The offshore boundary of the province is defined by the Cameroon volcanic lines to the east, eastern boundary of the Dahomey basin (the eastern-most West Africa transform-fault passive margin) to west, and the two kilometer sediment thickness contour or the 4000-meter bathymetric contour in areas where sediment thickness is greater than two kilometers to the south and southwest. The province covers 300,000km2 and includes the geologic extent of the Tertiary Niger Delta (Akata-Agbada) Petroleum System (Mitchele et al., 1999).
2.1.1 TECTONICS
The tectonic framework of the continental margin along the West Coast of equatorial Africa is controlled by Cretaceous fracture zones expressed as trenches and ridges in the deep Atlantic. The fracture zone ridges subdivide the margin into individual basins, and, in Nigeria, form the boundary faults of the Cretaceous Benue-Abakaliki trough.
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Figure 2.1: The Niger Delta Province (After Michele, 1999)




The trough represents a failed arm of a rift triple junction associated with the opening of the South Atlantic. In this region, rifting started in the Late Jurassic and persisted into the Middle Cretaceous (Lehner and De Ruiter, 1977). In the region of the Niger Delta, rifting diminished altogether in the Late Cretaceous. Shale mobility induced internal deformation and occurred in response to two processes (Kulke, 1995). First, shale diapirs formed from loading of poorly compacted, over-pressured, pro-delta and delta-slope clays (Akata Formation.) by the higher density delta-front sands (Agbada Formation.). Second, slope instability occurred due to a lack of lateral, basin ward, and support for the under-compacted delta-slope clays (Akata formation.). For any given depobelt, gravity tectonics were completed before deposition of the Benin Formation and are expressed in complex structures, including shale diapirs, roll-over anticlines, collapsed growth fault crests, back-to-back features, and steeply dipping, closely spaced flank faults (Evamy et al., 1978; Xiao and Suppe, 1992). These faults mostly offset different parts of the Agbada Formation and flatten into detachment planes near the top of the Akata Formation. 
2.1.2 Stratigraphy 
The Tertiary Niger Delta is an advancing delta where sediments are stratigraphically superimposed. The submarine delta fringe will encroach on holomarine sediments and will in turn be covered by a younger lower deltaic plain. In the Niger Delta, this sequence is modified by the numerous transgressions which have occurred from time to time, breaking the continuity of the main overall regression, and becoming stratigraphically superimposed (Short and Stauble, 1967).
The thick wedge of the Niger Delta is considered to consist of three units Akata, Agbada and Benin Formations (Figure 2.2). These formations are strongly diachronous and cut across the time stratigraphic units which are characteristically S-shaped in cross section. 
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Figure 2.2: Stratigraphic Column of Niger Delta (Modified from Shannon and Naylor, 1989 and                                      
                   Doust and Omotsola, 1990)


The typical sections of these formations are described by Short and Stauble (1967) and summarized in variety of literature (Avbovbo, 1978; Doust and Omatsola, 1990; Kulke, 1995).
2.1.2.1 Akata Formation  
The Akata formation forms the primary source rock composed of deep marine shale and silts at the base of the known delta sequence. They contain a few streaks of sand, possibly of turbiditic origin and were deposited in holomarine (delta front deeper marine) environments (Knox and Omatsola, 1989).
The thickness of this sequence is not accurately known; but may reach 7000m in the central part of the delta. Marine shales form the base of the sequence in each depobelt and range from Paleocene to Holocene in age (Short and Stauble, 1967).
They crop out offshore in diapirs along the continental slope, and onshore in the north eastern part of the delta, where they are known as the Imo shale. Except on the basin flanks, no well have fully penetrated this sequence. The marine shale sequence is typically over pressured.
2.1.2.2 Agbada Formation
This is a paralic sequence of sandstone and shale underlying the Benin formation. It consists of the sandy parts, which serve as the main hydrocarbon reservoir of the delta and shale as the cap rock. This sequence is associated with syn-sedimentary growth faulting. The upper part is predominantly sandy with minor shale intercalation and lower shaly unit, this is thicker than the upper sandy unit. The formation was deposited beginning from the Eocene and continued into the Recent. The formation consists of paralic siliclastics over 3700 meters thick and represents only minor shale interbeds. The depositional environment is therefore defined as “Transitional” between the upper continental Benin formation and the marine underlying Akata Formation.
2.1.2.3 Benin Formation
The Benin formation overlies the Agbada formation. The shallowest part of the sequence is composed almost entirely of non-marine sand. It was deposited in alluvial or upper coastal plain environments following a southward shift deltaic deposition into a new depobelt. The oldest continental sands are probably Oligocene; although they lack fauna and are impossible to date directly. This sequence has a maximum thickness of about 2km.
2.2 Niger Delta Depobelts
Deposition of the three formations occurred in each of the five offlapping siliciclastic sedimentation cycles that comprise the Niger Delta. These cycles (depobelts) are 30-60 kilometers wide, prograde southwestward 250 kilometers over oceanic crust into the Gulf of Guinea (Stacher, 1995), and are defined by syn-sedimentary faulting that occurred in response to variable rates of subsidence and sediment supply (Doust and Omatsola, 1990). The interplay of subsidence and supply rates resulted in deposition of discrete depobelts when further crustal subsidence of the basin could no longer be accommodated, the focus of sediment deposition shifted seaward, forming a new depobelt (Doust and Omatsola, 1990). Each depobelt is a separate unit that corresponds to a break in regional dip of the delta and is bounded landward by growth faults and seaward by large counter-regional faults or the growth fault of the next seaward belt (Evamy et al., 1978; Doust and Omatsola, 1990). Five major depobelts are generally recognized, each with its own sedimentation, deformation, and petroleum history.
Doust and Omatsola (1990) describe three depobelt provinces based on structure. The northern delta province, which overlies relatively shallow basement, has the oldest growth faults that are generally rotational, evenly spaced, and increases their steepness seaward. The central delta province has depobelts with well-defined structures such as successively deeper rollover crests that shift seaward for any given growth fault. Last, the distal delta province is the most structurally complex due to internal gravity tectonics on the modern continental slope. 
2.3 Structural Geology of Niger Delta
The Niger Delta oil province is characterized by East-West trending syn-sedimentary fault and folds. The energy responsible for their genesis is most likely to be inherent in the sediments themselves rather than in any external orogenic force. They are believed to be gravity faults contemporaneous with rapid sedimentation and initiated by the differential loading of the underlying and mobile (laterally and vertically) under-compacted Akata shale.
The sedimentation and gravity faulting has resulted in the deposition of thicker sediments on the down-throw than the up-throw block. Besides, because of the large weight of sediments deposited in the delta front and the down dip subsidence accompanying this deposition, the strata have been tilted basin ward. Most of the oil accumulated in the Niger Delta is contained in the rollover anticline structure. The oil in these structures may be trapped in dip closure or against a synthetic or antithetic fault (Doust and Omatsola, 1990).
2.3.1 Faulting of the Niger Delta
The delta sequence is deformed by syn-sedimentary faulting and folding. According to Evamy et al., (1978) the main structural features of the Niger Delta are growth faults and rollover anticlines.
2.3.1.1 Growth Faults
Growth faults are formed as a result of rapid sedimentation along the edge of the Niger Delta on top of clay and they are characterized by the occurrence of thicker sediments on the down-throw block relative to the up-throw block. Growth faults are mostly termed contemporaneous fault (Weber and Daukoru, 1975; Evamy et al., 1978; Doust and Omatsola, 1990) and they are important in interpretation because they serve as major path for hydrocarbon migration from marine shale Akata Formation to the reservoir sand of the Agbada Formation of the delta.
Rapid sand deposition along the delta edge on top of under-compacted clay has resulted in the development of a large number of syn-sedimentary gravitational faults. These so called “growth faults” are also well known from U.S Gulf coast. The spacing between successive growth faults decrease with increasing depositional slope or an increase in rate of deposition over the rate of subsidence. Growth faults tend to envelope local depocentres at their time of formation. Their trend is indicative of prevailing sedimentological patterns. The name “growth fault” is derived from the fact that after their formation, the fault remains active and thereby allows a faster sedimentation in the down-throw relative to the up-throw block. According to Evamy et al., (1978) growth faults are classified into Structure building faults, crestal flank faults.
2.3.1.2 Structural-building Faults
These are the faults which defines the up-dip limit of the major rollover structures. In the horizontal plane, they are essentially concave in down-dip direction. This degree of curvature varies from being rather linear in the east to truly crest-shaped in the western and southern parts of the delta. The curvature of the structural-building faults at their lateral extremities creates a mapping problem because of the way they repeat each other in the strike directions. In some places the structure-building faults repeat each other. Where these occur, the structure-building faults die out in the flanks of the adjacent rollover structures.
2.3.1.3 Crestal Faults
A rollover structure may contain one or more crestal faults. They are characteristically parallel to the axis of the structure and differ from structure-building faults in that they show less curvature in the horizontal plane (Figure 2.3). They are generally steeper in the vertical plane. They display less growth, which also tends to less continuous. In some structures, the crestal faults have very large vertical displacement. At depth, they may bring sandy marine shale-some crestal faults even cut the slip plane of the structure-building fault.
2.3.1.4 Flank Faults
These faults as their name implies, are located on the southern flanks of the major rollover structures. Although they may show rollover deformation at the levels, southern dips are typical on either side of the fault at depth.
2.4 Petroleum and Its Occurrence 
2.4.1 Distribution of Petroleum
Petroleum occurs throughout the Agbada Formation of the Niger Delta; however, several directional trends form an "oil-rich belt" having the largest field and lowest gas/oil ratio (Ejedawe, 1981; Evamy et al., 1978; Doust and Omatsola, 1990). The belt extends from the northwest offshore area to the southeast offshore and along a number of north-south trends in the area of Port Harcourt (Figure 2.4). It roughly corresponds to the transition between continental and oceanic crust, and is within the axis of maximum sedimentary thickness.
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Figure 2.3: Examples of Niger Delta oil Field Structures and Association Trap Types (After    
                   Doust and Omatsola, 1990 and Stacher, 1995)



[image: ]
Figure 2.4: Schematic showing the Location of Lobes of the Early Niger Delta, Prolific Oil    
                   Centers, and Shale Prone Area (After Ejedawe et al., 1984 and Reijers et al 1997)



This hydrocarbon distribution was originally attributed to timing of trap formation relative to petroleum migration (earlier landward structures trapped earlier migrating oil). Evamy et al (1978), however, showed that in many rollovers, movement on the structure-building fault and resulting growth continued and was relayed progressively southward into the younger part of the section by successive crestal faults, concluding that there was no relation between growth along a fault and distribution of petroleum. Ejedawe (1981) relates the position of the oil-rich areas within the belt to five delta lobes fed by four different rivers. He states that the two controlling factors are an increase in geothermal gradient relative to the minimum gradient in the delta center and the generally greater age of sediments within the belt relative to those further seaward. Together these factors gave the sediments within the belt the highest "maturity per unit depth." Weber (1987) indicates that the oil-rich belt ("golden lane") coincides with a concentration of rollover structures across depobelts having short southern flanks and little paralic sequence to the south. Doust and Omatsola (1990) suggest that the distribution of petroleum is likely related to heterogeneity of source rock type (greater contribution from paralic sequences in the west) and/or segregation due to remigration. Haack et al., (1997) relate the position of the oil-rich belt to oil-prone marine source rocks deposited adjacent to the delta lobes (Figure 2.4), and suggest that the accumulation of these source rocks was controlled by Pre-Tertiary structural sub-basins related to basement structures.
Outside of the "oil-rich belt" (central, easternmost, and northernmost parts of the delta), the gas: oil ratios (GOR) are high. The GOR within each depobelt increases seaward and along strike away from depositional centers. Causes for the distribution of GOR’s are speculative and include remigration induced by tilting during the latter history of deposition within the downdip portion of the depobelt, updip flushing of accumulations by gas generated at higher maturity, and/or heterogeneity of source rock type (Doust and Omatsola, 1990). 
Stacher (1995), using sequence stratigraphy, developed a hydrocarbon habitat model for the Niger Delta. The model was constructed for the central portion of the delta, including some of the oil-rich belt, and relates deposition of the Akata Formation (the assumed source rock) and the sand/shale units in the Agbada Formation (the reservoirs and seals) to sea level. Pre-Miocene Akata shale was deposited in deep water during low stands and is overlain by Miocene Agbada sequence system tracts. The Agbada Formation in the central portion of the delta fits a shallow ramp model with mainly high stand (hydrocarbon-bearing sands) and transgressive (sealing shale) system tracts-third order low stand system tracts were not formed (Figure 2.5). Faulting in the Agbada Formation provided pathways for petroleum migration and formed structural traps that, together with stratigraphic traps, accumulated petroleum. The shale in the transgressive system tract provided an excellent seal above the sands as well as enhancing clay smearing within faults. 
2.4.2 Properties of Petroleum Fields
Most fields consist of a number of individual reservoirs that contain oil of varying composition with different gas/oil ratios. Gas caps are common. Many reservoirs are over pressured and primary production is mainly from gas expansion (Kulke, 1995). Common oil production problems include water coning, unconsolidated sands, wax deposition and high gas/oil ratios (see below), leading to ultimate recovery rates up to 30% (Kulke, 1995).
2.4.3 Source Rock
The Agbada Formation has intervals that contain organic-carbon contents sufficient to be considered good source rocks. The intervals, however, rarely reach thickness sufficient to produce a world-class oil province and are immature in various parts of the delta (Evamy et al., 1978; Stacher, 1995). The Akata shale is present in large volumes beneath the Agbada Formation and is at least volumetrically sufficient to generate enough oil for a world class oil province such as the Niger Delta. Based on organic-matter content and type, Evamy et al., (1978) proposed that both the marine shale (Akata Formation.) and the shale interbedded with paralic sandstone (lower Agbada Formation.) were the source rocks for the Niger Delta oils. 
Lambert-Aikhionbare and Ibe (1984) argued that the migration efficiency from the over-pressured Akata shale would be less than 12%, indicating that little fluid would have been released from the formation. They derived a different thermal maturity profile, showing that the shale within the Agbada Formation is mature enough to generate hydrocarbons Ejedawe et al., (1984) use maturation models to conclude that in the central part of the delta, the Agbada shale sources the oil while the Akata shale sources the gas. In other parts of the delta, they believe that both shales source the oil. Doust and Omatsola (1990) conclude that the source organic matter is in the deltaic offlap sequences and in the sediments of the lower coastal plain. Their hypothesis implies that both the Agbada and Akata Formations likely have disseminated source rock levels, but the bulk will be in the Agbada Formation. In deep water, they favour delta slope and deep turbidite fans of the Akata Formation as source rocks.
 The organic matter in these environments still maintains a terrestrial signature; however, it may be enriched in amorphous, hydrogen-rich matter from bacterial degradation. Stacher (1995) proposes that the Akata Formation is the only source rock volumetrically significant and whose depth of burial is consistent with the depth of the oil window. 
2.4.4 Reservoir Rock
Petroleum in the Niger Delta is produced from sandstone and unconsolidated sands predominantly in the Agbada Formation. Characteristics of the reservoirs in the Agbada Formation are controlled by depositional environment and by depth of burial. Known reservoir rocks are Eocene to Pliocene in age, and are often stacked, ranging in thickness from less than 15 meters to 10% having greater than 45 meters thickness (Evamy et al., 1978). The thicker reservoirs likely represent composite bodies of stacked channels (Doust and Omatsola, 1990). 
2.4.5 Trap and Seals
Most known traps in Niger Delta fields are structural although stratigraphic traps are not uncommon. The structural traps developed during syn-sedimentary deformation of the Agbada paralic sequence (Evamy et al., 1978; Stacher, 1995). Structural complexity increases from the north (earlier formed depobelts) to the south (later formed depobelts) in response to increasing instability of the under-compacted, over-pressured shale. Doust and Omatsola (1990) describe a variety of structural trapping elements, including those associated with simple rollover structures; clay filled channels, structures with multiple growth faults, structures with antithetic faults, and collapsed crest structures. On the flanks of the delta, stratigraphic traps are likely as important as structural traps (Beka and Oti, 1995). In this region, pockets of sandstone occur between diapiric structures. Towards the delta toe (base of distal slope), this alternating sequence of sandstone and shale gradually grades to essentially sandstone. The primary seal rock in the Niger Delta is the interbedded shale within the Agbada Formation. The shale provides three types of seals-clay smears along faults, interbedded sealing units against which reservoir sands are juxtaposed due to faulting, and vertical seals (Doust and Omatsola, 1990). On the flanks of the delta, major erosional events of early to middle Miocene age formed canyons that are now clay-filled. These clays form the top seals for some important offshore fields (Doust and Omatsola, 1990). 

2.4.5.1 Stratigraphic Traps
These are traps formed due to lateral variation in the lithology of the reservoir rocks, or a break in its continuity. It is due to the character of the material in the reservoir rock and the condition under which it was being deposited. It could be formed when a permeable reservoir rock changes to less permeable or to an impermeable rock. Stratigraphic trap could also be formed when a reservoir rock is truncated by an unconformity or by original deposition of the strata-like channel sandstone or lift bar leading to lithologic and stratigraphic variation of the reservoir rock. These changes cause local variation in porosity or termination of reservoir rock up-dip. Stratigraphic traps are not as conspicuous as structural traps on seismic sections due to insufficient acoustic impedance contrast between elements forming the trap.
2.4.5.2 Structural Traps
Most of the hydrocarbon traps in the Niger Delta are structural. They were formed as a result of syn-sedimentary structural deformation of sediments in the Niger Delta. Folding however is not a reliable guide in searching for hydrocarbon pool because of a change in shape, size, and amplitude in depth and shift in their lateral position in passing from surface to depth. Folding and faulting that occur below buried unconformities are frequently not indicated at the surface. Pools trapped by normal faulting are almost always on the upper side of the fault because oil and gas escape up dip around the end of the fault.
2.4.5.3 Combination Trap
These traps include an element of both structural and stratigraphic control. They occur when reservoir rocks have folded into anticline and subsequently partly eroded and sealed by the deposition of shale above the unconformity. This type of unconformity is most common in offshore Niger Delta.
2.5 Basic Principle of Well Logging
Geophysical borehole logging or well logging involves measuring geophysical properties of rocks surrounding boreholes. The borehole may be filled with water-based drilling mud, oil-based mud, or air. These measurements are representative of the subsurface formation found in the borehole figure 2.5 shows the schematics of borehole environment. The continuous recording of these properties along the boreholes produces what is known as "borehole logs" or "well logs". A well log is a continuous plot of the variation of a physical property e.g. resistivity, against depth in the well (Figure 2.6). The curve shows varying resistivity of a formation across the entire depth of the borehole; notice that the resistivity is maximum (greater than 15ohm m) around a depth of 175m, and this might be a feature sought for by well log interpreters. It is important to distinguish between two types of logs, namely, geological logs and geophysical logs. A geological log is one which is based on visual inspection or analysis of samples brought to the surface, while a geophysical log is based on physical measurements made by instruments lowered into the hole. A geophysical log is sometimes referred to as a wire line geophysical log.
The history of well logging dates back to 1912 when Conrad Schlumberger thought of the idea of making electrical measurements down a hole in order to map subsurface bodies. He worked with his brother Marcel and in 1927, the first electrical resistivity well log was taken using an instrument known as the sonde. Resistivity logging paved the way for other types of logs.
In geophysical well logging, many different physical properties can be used to characterize the geology surrounding a borehole. 
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Figure 2.5: Borehole Environment (Halliburton, 2001)






[image: ]
Figure 2.6: An Example of Resistivity Log (after Rider 2000)






Properties such as formation thickness, lithology, porosity, formation fluid content, permeability, temperature, are obtained by one or several complementary geophysical methods. Borehole geophysical logging involves recording of quantitative measurements which provide a means to correlate and compare borehole conditions and to monitor changes within the borehole over time. Logging data provides information that enables the identification of overpressure zones, productive zones, determination of depth and thickness of zones, distinguishing between oil, gas or water in a reservoir and the estimation of hydrocarbon reserve.
2.5.1 Types of Logs
Geophysical logs, as briefly described in the previous sections, are obtained when a continuous measurement is made of formation properties. Measurements include electrical properties, sonic properties, dimensions of the well bore, formation fluid sampling, formation pressure measurement, etc. The logs could either be wire line logs, where measurement is made on ascent of the logging tool from the bottom of the well, or logging while drilling logs where measurement is made from top to the bottom as the drilling is in progress. The logs collected using both methods are very similar. In this chapter, we shall be considering several types of wire line logs which are commonly used in the oil industry. Geological logs, on the other hand, use data collected at the surface, rather than by downhole instruments. These logs include
i. Drilling time logs which record the time required to drill a given thickness of rock formation. A change in the rate of drilling implies a change in the rock type penetrated by the drilling bit;
ii. Sample logs which are made by examining bits of rock brought up to the surface by the drilling mud in rotary drilling. This sampling is made at regular depth intervals; and
iii. Mud logs are obtained to provide information on the formation gas. A typical mud log normally includes drilling parameters such as rate of penetration, lithology, gas hydrocarbons, mud weight, and estimated pore pressure.
Based on the physical principle involved, or the method, geophysical logs can be put into several classes. Measurements could either be mechanical, spontaneous or induced. Logs can also be classified based on their principal uses so that we have logs which are solely for general geology uses, reservoir geology use, geochemistry, petrophysics and seismic application.
2.5.1.1 Sonic or Acoustic log
The sonic log is a porosity log that measures the interval transit time of a compressional wave travelling through one foot of formation. The logging sonde consist of one or more transmitters, and two or more receivers (Figure 2.7a). The source generates ultrasonic pulse at a frequency of 20-40kHz. Modern sonic logs are borehole compensated devices. The “interval transit time (t)”, in microseconds per foot (/ft), is the reciprocal of the velocity of the compressional sound wave (in feet per second). Figure 2.7b shows an example of the sonic log. A sonic derived porosity curve is sometimes recorded with the interval transit time. This sonic porosity is derived from the sonic log using the following (Wyllie et al., 1963) equation;
                                         ………............................................................... (2.1)
Where,
 Sonic-derived porosity
 Interval transit time of formation
 Interval transit time of the ma
75
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Figure 2.7a: A Simple Sonic Log Principle (After Philip et al., 2002)
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Figure 2.7b: A Sonic Log (After Philip et al., 2002)
 Interval transit time of saturating fluid in the well bore (fresh mud= 189µs/ft, salt mud= 185µs/ft).
The sonic log only records matrix porosity instead of fractured or secondary porosity. Where a sonic log is used to determine porosity in unconsolidated sands, an empirical compaction factor or Cp should be added to the Wyllie (1963) equation;
……………............................................... (2.2)
Where,
 = compaction factor
 = ………………………………………………….................. (2.3)
Where,
= Interval transit time for adjacent shale 
C = a constant which is normally 1.0 (Hilchie, 1978)
The presence of shale and hydrocarbon in a formation can increase the sonic porosity of the formation.
There is need to correct for the effect of hydrocarbon and shale in other for the sonic porosity not be too high. Hilchie (1978) suggest the following empirical corrections for hydrocarbon effect;
                                   =  х 0.7(gas)…………………..…………………………….….. (2.4)
                                   =  х 0.9(gas) …………………..………………………….……. (2.5)
Sonic porosity can be corrected for shale using the following equation (Dresser Atlas, 1982);
                                  = …………………..…….. (2.6)
Where,
 = Sonic log-derived porosity corrected for shale.
 = Volume of shale and the following parameters are as explained in equation 2.2 and 2.3.
Application of Sonic log
(i) Determination of the porosity in layers of known lithology;
(ii)  Evaluation of the secondary porosities in combination with Neutron and/or Density logs; and
(iii)  Calibration of seismic data.
2.5.1.2 Gamma Ray Log
The gamma ray log is a record of a formation's radioactivity. The log responds to the natural gamma radiation from uranium, thorium and potassium in the formations. These gamma rays are high energy electromagnetic waves which are emitted by atomic nuclei as a form of radiation. The gamma ray log can either be simple or spectral. The simple gamma ray log gives the combined radioactivity of the three elements while the spectral gamma ray log shows the amount of each individual element contributing to this radioactivity (Rider, 2000). In sedimentary formations, the GR log normally reflects the shale content of the formations because of the concentration of radioactive materials in shale. Shale free sandstones and carbonates have low gamma ray values, unless radioactive contaminants (volcanic ash, granite wash, or potassium rich fluids) are present. Figure 2.8 show a gamma ray log in a sand and shale sequence. The gamma ray can be run in cased wells and is frequently used as a substitute for Self potential (SP) log. The GR curve is recorded in track 1 alongside with the SP log, but on a reverse scale (low values to the left, high values to the right). The total gamma ray level is recorded and plotted in API units on a scale of 0-150API. (Baker, 1999).
GR log is used for identifying lithologies, correlating between formations and calculating shale volumes.
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Figure 2.8: Gamma Ray Log in a Sand-Shale Sequence (After Martey, 2000)

Volume of Shale
Gamma ray logs can be used to calculate the volume of shale in selected formations. The first step in the calculation of volume of shale is the determination of “Gamma Ray Index”. Given in the equation 2.7
                                   IGR =…………………………………..…………………. (2.7)
Where,
  Gamma ray reading from log,
 Minimum gamma ray reading (clean sand or carbonate), 
Maximum gamma ray reading (shale).
Once Gamma Ray index has been calculated, the shale volume is found from the appropriate charts or using the formula below
Vsh = 0.083(23.7IGR1) for tertiary rocks
Vsh = 0.33(22IGR1) for primary rocks
2.5.1.3 Spontaneous Potential
The Self Potential log is a measurement of the natural potential differences or self-potentials between an electrode in the borehole and a reference electrode at the surface. In this case, no artificial currents are applied unlike in the case of the resistivity log. These naturally occurring potentials are produced by the interaction of formation connate water, conductive drilling fluid, and shale. The potentials arise from electrochemical processes such as the diffusion and absorption of ions (cations and anions) through clays. For example, saline groundwater which is in contact with clay-rich materials often develops potentials as a result of fluid flow (Rider, 2000). In a nut shell, the measurement of a self-potential log involves the evaluation of streaming potentials. Just like the resistivity log, self-potential logs are limited to water or mud-filled holes.
A common feature normally sought for in a self-potential log or curve is a deflection which indicates a permeable zone. 
According to Doll (1950), the SP log is a record of direct current (DC) voltage difference between naturally occurring potential of a moveable electrode in the well bore and the potential of a fixed electrode located at the surface. It is measured in millivolts. The SP response of shale is relatively constant and follows a straight line called the shale base line. SP curve deflections are measured from this base line. Permeable zones are indicated where there is SP deflection from the shale base line. The principal uses of the self-potential log are to calculate formation water resistivity and to indicate permeability. It has other uses as well such as:
(i) Estimation of shale volume;
(ii) Facies indication;
(iii)  Mineral identification; and
(iv)  Correlation of wells.
On a standard well log sheet, the SP log is usually run in track 1 with a gamma ray or caliper log as shown in Figure 2.9.
2.5.1.4 Density Log
The total density of a rock including the solid matrix and the fluid present in the pores is known as a formation's bulk density. It is the continuous record of this bulk density that the density log shows. The density of the formation is measured in gm/cc. The logging technique entails subjecting the formation to a bombardment of medium-high energy gamma rays and measuring their scattering between the source of the density tool and the detectors.
The log is recorded in the form of a plot of scattered gamma-ray intensity against depth. The deflections obtained on the plot are then translated to density of the formation. Dense formations
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Figure 2.9: Spontaneous Potential Log with Gamma Ray Log (After Martey, 2000)

absorb many gamma rays, while low-density formations absorb fewer. Thus, high-count rates at the detectors indicate low-density formations, whereas low count rates at the detectors indicate high-density formations. The density log is normally plotted on a linear scale of bulk density and is run across tracks 2 and 3 of most standard well log sheets. The density log is often run in combination with the neutron log along with the gamma ray and caliper log. The density and neutron log are often used in a complementary way.
Quantitatively, the density log is used to calculate the porosity of a formation, and they are related by equation 2.8 below;
Bulk density (b) = porosity ()  fluid density (f) + (1)matrix density (m)…………….. (2.8)
Density porosity can be derived from bulk density using equation 2.9 below;
                                  = …………………………………….................................. (2.9)
Where,
 = Density derived porosity
 = Matrix density
 = Formation bulk density
 = Fluid density
Apart from being able to estimate porosity, the density log is also used qualitatively to indicate lithology (a plot of travel time in ms/ft. against density), estimate the total density of hydrocarbons present, and also help in identification of certain minerals and assess source rock organic matter content. The density log is suited for estimating porosities that are greater than 10%, while the neutron log is suited to measure porosities between 1 to 10%.

2.5.1.5 Neutron Log
Neutron logs are porosity logs that essentially measure the hydrogen concentration in a formation. In “clean” formations, where the pores spaces are filled with water or oil, the neutron log measures liquid-filled porosity. Neutrons are created from a radioactive source in the logging sonde. When emitted, these neutrons collide with the nuclei of the formation material, and result in loss of energy. Because the hydrogen atom has nearly the same mass as a neutron, maximum energy loss occurs when the neutrons collide with hydrogen. Therefore, maximum energy loss is a function of hydrogen content. Since hydrogen is concentrated in the pore spaces (as water or hydrocarbons). Energy loss can be related to porosity. Neutron log response will vary, depending on Detector type, Spacing between source and detector and lithology. The neutron curve is recorded in apparent porosity units (limestone, dolomite or sandstone). If the formation is the same as the apparent porosity units, then the apparent porosity is equal to true porosity. If the formation is different from the apparent porosity units, the porosity must be corrected to true porosity using charts. For the purpose of formation evaluation, the neutron log is used in combination with the density log for porosity and lithology determination (Baker, 1999)
2.5.1.6 Resistivity logs
Resistivity logs display measurements of a formations resistivity, which is its resistance to the flow of an electric current. Its unit is the ohm-meter. Resistivity is the inverse of conductivity.
A formation having more hydrocarbons will exhibit a higher resistivity than a formation containing water. The resistivity of a formation largely depends on the volume of water present, the temperature of the formation and the salinity of the formation. A resistivity log is measured by resistivity device. If the rock has low porosity or is compact, then the resistivity of the formation is high. The resistivity tool is made up of a reference electrode and a measurement electrode, which are variably spaced on the logging device. There are several types resistivity-measuring devices used for different depth of investigation. These resistivity measuring device are explained below;
Electrical Devices
Electrical resistivity devices include the 16-inch short normal, 64-inch long normal and 18ft 18inches lateral. The depth of investigation of these devices is determined by the electrode configuration and spacing. These devices cannot be used in cased holes, they are run only in holes drilled with conductive mud since low resistivity mud will short circuit the current flow.
Focused Resistivity Devices 
Focused resistivity devices also known as laterologs are electrode devices that force a measuring current into the formation. The focusing current, which is supplied from special electrodes on the sonde, is used to control the path taken by the measured current. The laterolog is designed to measure true formation resistivity (Rtin boreholes filled with saltwater muds. They work poorly in fresh mud conditions (Schlumberger, 1989). Laterologs are better for resolution of thin to moderately thick beds. Focusing electrode systems are available with deep, medium and shallow depths of investigation. The quantitative applications of these devices include the determination of Rtand Rxo. The deep reading devices include the laterolog 7, laterolog 3 and the deep laterolog of the dual laterolog tool. The medium to shallow reading devices are the laterolog 8 of the dual induction-laterolog tool, the shallow laterolog of the DLL tool, spherically focused log (SFL) and DIL-SFL combination (Schlumberger, 1989). 
Microresistivity Devices 
The electrical and focused resistivity principles are also used for very shallow and micro depths of investigation aimed at measuring the flushed zone resistivity (Rxo), detection of permeable intervals and also detecting the presence of mud cake. Microresistivity devices include; microlaterolog, the proximity log and the microspherically focused logs (MISFL). These are superior tools for measuring Rxo (Schlumberger, 1989). The measuring device is a rubber pad with rectangular electrodes on it, which is pressed against the borehole wall as shown in Figure 2.10a.
Induction Devices
Induction devices are electromagnetic devices, which record the conductivity of rocks by inducing a current to flow in the rocks. Induction devices do not use electrodes and as such they can only be run in non-conductive mud, air or gas filled boreholes. The induction electrical survey contains a deep reading induction device and a shallow reading 16-inch short normal to indicate invasion. The short normal tool measures resistivity at a shallow depth of investigation, which is the resistivity of the invaded zone (Ri), while the deep reading induction device measures the resistivity of the uninvaded zone (Rt) (Schlumberger, 1989). Figure 2.10b shows the principle of induction logging. The modem induction log is the dual induction focused log. The log consists of a deep reading induction device (R1LD which measures Rt) and is similar to an induction electric log. The dual induction focused log also has a medium reading induction device (RILM which measures Ri) and a shallow reading (Rxo) focused log (Schlumberger, 1989).
2.6 BASIC PRINCIPLES OF SEISMIC REFLECTION
Seismic reflection involves when a source of seismic energy (e.g dynamite or vibroseis) sends a travelling wave of elastic deformation (a sound pulse) down through the rocks, whenever the speed of sound changes at the interface between two different rock types, some of the energy is reflected   back to the surface (Figure 2.11).
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Figure 2.10a: The Microspherically Focused Logs (After Martey, 2000)
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Figure 2.10b: The Principle of Induction Logging (After Martey, 2000)
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Figure 2.11: Schematic Diagram Illustrating Raypath Geometry and the Corresponding Events       
                     From a Two Layer Earth Model (After Veeken, 2007).


The amount of energy reflected upward depends on the contrast in acoustic impedance of two rock layers and reflection coefficient of interfaces (Veeken, 2007). The time the energy takes to travel down to the reflector and backup to the surface at the source position (the Two-Way Time or TWT) is measured. If we know the velocity at which the sound travels through the rock then we can measure the depth to the reflector.
The electrical output of the detector is recorded each time and displayed as an oscillogram (a seismogram or seismic trace) which is a graph of signal amplitude plotted against TWT running vertically down the recording display. If many shots are successively detonated and recorded along a line of traverse and the seismograms are displayed in sequence on a big sheet of paper, they show shallow reflections as impulses recorded near the top of the display and deeper reflections as impulses further down the display. The reflections can be followed easily across the display so that the whole resembles a geological cross-section of the subsurface. The horizontal dimension is distance along the line of survey and the vertical dimension is TWT, approximately proportional to depth. There are several acquisition techniques used to reduce noise in seismic survey, and these includes End-on Spread, Cross-Spread, Split-Spread, Inline- offset Spread and Broadside T-Spread. The source array summing and common depth point are of significance for modern exploration of oil and gas (Figure 2.12). For example 3, 4 and 6 fold data will have three, four and six traces within each gather respectively. 
Normal moveout (NMO) correction is applied to the traces, so as to convert them to the form they would have had at zero offset, that is flatten events on CDP gather (Figure 2.13). The traces are then summed sample by sample to give one stacked trace for each specific common depth point to reduce random noise and also attenuates multiples.
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Figure 2.12: End-On Spread and Common Mid-Point Reflection Geometry (After Veeken, 2007)
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Figure 2.13: Normal Moveout Correction for a Non-Dipping Interface in an Isotropic                          
                     Medium (After Veeken, 2007).




2.6.1 Seismic Waves
Seismic waves are parcels of elastic strain energy that propagate outwards from a seismic source such as an earthquake or an explosion (Philip et al., 2002). 
Low-energy waves are approximately elastic; leaving the rock mass unchanged by their passage, but close to a seismic source the rock may be shattered and permanently distorted (Milson, 2003).
2.6.1.1 Types of Seismic Waves
There are two major types of seismic waves namely;
(a) Body Waves
These are waves that propagate through a medium rather than along an interface as shown in figure (2.14a and 2.14b). Body waves comprise;
(i) Primary waves
This is pressure or ‘push’ wave which travels as a series of compressions and rare fractions. It is an elastic body wave in which particle motions are parallel to the direction the wave propagates. The pressure wave in a solid medium has the highest velocity of any of the possible wave motions. The seismic velocity of a medium is a function of its elasticity and can be expressed in terms of its elastic constants. 
For a homogenous, isotropic medium, the seismic P-wave velocity Vp is given as:
                       Vp= …………………………………..…………………… (2.10)
Where µ is the shear modulus, k is the bulk modulus and ρ is the density of the medium.
(ii) Secondary waves
Particles vibrating at right angles to the direction of energy flow (which can only happen in a solid) create an S wave. The velocity in many consolidated rocks is roughly half the P-wave velocity.
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Figure 2.14: Types of Seismic Waves.  (a) Primary Wave (b) Secondary Wave 
                    (c) Rayleigh Wave. (d) Love Wave. (Adapted from Bolt, 1982).







It depends slightly on the plane in which the particles vibrate but these differences are not significant in small-scale surveys. Secondary wave velocity VS is given by 
	VS=   …………………………………………………………………………… (2.11)
(b) Surface waves
These are waves that propagate along the boundaries of solid as shown in (Figures 2.14c and 2.14d). They are classified into:
(i) Rayleigh waves
These propagate along a free surface, or along the boundary between two dissimilar solid media, the associated particle motions being elliptical in a plane perpendicular to the surface and containing the direction of propagation. The amplitude of Rayleigh waves decreases exponentially with distance below the surface.
(ii) Love waves
Love waves are polarized shear waves with a particle motion parallel to the free surface and perpendicular to the direction of wave propagation. The velocity of Love waves is intermediate between the shear wave velocity of the surface layer and that of deeper layers, and Love waves are inherently dispersive. Love and Rayleigh waves may carry a considerable proportion of the source energy but travel very slowly.
2.7 Types of Seismic Reflection Prospecting
The main types of seismic reflection prospecting methods include 2D, 3D, 4D and 4C. 2D is mostly used as a reconnaissance tool with very wide line spacing and therefore gives poor image of the geology and subsurface structure. Line sections are utilized for interpretation.
3D seismic is used for both exploration in frontier basins and as development tool in producing fields. It has better resolution as a result of closely line spacing and hence clear images of the structure and stratigraphy of sedimentary basins are image properly (Brown, 2004). There is flexibility in the interpretation using computer workstations. The subsurface can be imaged in terms of volume as well as sections using 3D seismic data. Using appropriate software, structural, stratigraphy and attribute can be accomplished using 3D data (Brown, 2004). Nearly all seismic surveys are now 3-D and very little 2-D shooting is done today because of the shortcomings of 2-D such as:
(i) Distortion of the image of geologic structure; and
(ii)  Inadequate subsurface sampling to define small-scale geologic features
Hence the essence of 3D method is a real data collection followed by processing and interpretation of closely-spaced data volume (Liner, 2004). Detailed understanding of the subsurface then emerges because 3D surveys have been able to contribute significantly to problems of field appraisal, development, production as well as exploration. It is in these post-discovery phases that many successes of 3D seismic surveys have been achieved and also where their greatest economic benefits have been enjoyed. The fundamental objectives of 3D seismic method are increased resolution (Brown, 2004; Liner, 2004). Resolution has both vertical and horizontal aspects but the resolving power of seismic data is always measured in terms of wavelength, which is given by the quotient of velocity and frequency. Seismic velocity increases with depth because rocks are older and more compacted. Predominant frequency decreases with depth because higher frequencies in the seismic signal are attenuated. The result is that the wavelength increases significantly with depth, making resolution poorer. Migration is the principal technique for improving horizontal resolution and in doing so three distinct functions has to be performed; 
(i) Repositions reflections out-of-place because of dip;
(ii) Focuses energy spread over a Fresnel zone; and
(iii)  Collapses diffraction patterns from point edges.
Thus the accuracy of 3D migration depends on the velocity field, signal-to-noise ratio, migration aperture and the approach used (Brown, 2004). Assuming the errors resulting from these factors are small then the data will be much more interpretable both structurally and stratigraphically.
4D technique is 3D repeated over time, while honoring acquisition parameters of the earlier baseline survey. It is mainly used as geophysical monitoring tool to study fluid flow and pressure depletion in producing oil fields. The method involves the acquisition, processing and interpretation of repeated seismic surveys over a producing field with the aim of understanding the changes in the reservoir over time, particularly its behavior during production. The objective in optimum field development is to lengthen the lifespan of the field, prevent water invasion and recover as much hydrocarbon as possible. By recording 3D data over the field at various time interval which may be from months to years, the fourth dimension is introduced to the analysis of the data; calendar time, hence the term 4D seismic exploration.
4C seismic method usually known as ocean bottom cable (OBC) recording is done using three geophones and one hydrophone for each receiver unit along the cable, making it four component (4C) seismic survey (Veeken, 2007). The final product of a 4C survey data is a pair of P-wave and S-wave (image sections in the case 2D) or volumes (in case of a 3D survey). The P-wave data are associated with P-to-P reflections and S-wave data are associated with P-to-S converted waves. These converted waves energy can be referred to as PP and PS respectively, so as to explicit indicate that they both are generated by a P-wave source. Similarly an S-wave source would generate SS and SP data. Much of the P-to-S conversion takes place, not at the water bottom but at the reflectors that corresponds to layer boundaries with significant contrast in elastic properties.
2.7.1 Acquisition 3d Seismic Data
Seismic data acquisition can be carried majorly on land and marine environment.
2.7.1.1 Land Acquisition Geometry
The source of energy used in land acquisition include dynamite or vibroseis (Vibrating truck), while a geophone is used as the receiver. There are various types of 3D land acquisition geometries which includes;
Swath pattern: This is when lines of geophones are orthogonal to source lines. This is a continuous extension of cross spread shooting where the source line extended through many short perpendicular receiver lines (Telford and Geldart 1990)
Perimeter pattern: This involves sources and receivers placed on the perimeter of a regular or irregular area (Liner, 2004). Typically the source and receiver lines are coincident and all the receivers on the perimeter are recorded for all the shots.
Brick pattern: This is when the geophone and source lines are perpendicular while the source line are staggered to improve the distribution of traces within bins. The brick pattern has a better coverage at short offsets than the cross array but it is time consuming. 
Zigzag pattern: This is when the source lines zigzag between the receiver lines. This method is efficient in areas of where there is good access such as desert.
2.7.1.2 Marine Acquisition
The marine seismic survey uses air guns as the sources and hydrophone strung 0.5m apart in groups of up to 48 on cables up to 6 km as the receivers or detector. In marine acquisition, a purpose-built boat is used to tow one or more energy sources and one or more cables containing (pressure sensitive) receivers to record the reflections from the underlying rocks (Becon et al., 2003). The source and receivers are towed behind a seismic vessel (ship) in straight line across the target area. According to (Telford and Geldart 1990) Marine seismic survey are of higher quality and gives better subsurface accuracy due to the following reasons;
(i) Lack of weathering layer;
(ii)  There is no coupling problem between the medium (water) and the receiver; and
(iii)  Pressure measurements are less ambiguous than ground motion measurements. 
2.7.2 Processing of 3D Seismic Data
Seismic processing is changing data, usually to improve the signal-to-noise ratio to facilitate interpretation. The raw seismic data acquired is not true image of the subsurface. There is therefore need to process the raw seismic data to give a near perfect image of the subsurface. Seismic data processing draws on full knowledge of wave propagation effects and acquisition geometry to create geologically meaningful images of the subsurface. Acquisition and processing of seismic data are determined by exploration objectives and as such the processing flow of seismic data may differ from one company to the other. A possible sequence of seismic processing operations is shown in Figure 2.15. According to (Liner, 2004) seismic processing can be grouped into four categories as follows;
(i) Wavelet adjustments: vibroseis correlation, deconvolution, filtering;
(ii) Travel time corrections: statics (elevation, weathering, residual), normal move out, dip move out and migration;
(iii)  Amplitude corrections: geometric spreading, attenuation, various forms of gain (normalization, automatic gain control); and
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Figure 2.15: A Processing Flow Chart for 3D Seismic Data (After Sheriff, 1992)

(iv) Noise reduction: vibroseis correlation, vertical stack, mute, CMP stack, filtering (frequency, f-k) and multiple suppression. Some processing steps are unique to 3-D, but most are common to 2-D and 3-D.
Generally the aim of seismic data processing is to enhance signal to noise ratio of the raw data and also to display the result in form of seismic sections from which geological information of the subsurface can be obtained. Seismic reflections become weaker as the depth of investigation increases, so these reflections are needed to be strengthened by digital processing of the data (Robin and Coruh, 1988). Some of the major steps are explained below;
2.7.2.1 Sorting of Data from Common Shot point to Common Midpoint
The raw seismic data are usually sorted by common short point (CSP). In the subsurface reflections from various shots depicting the same point are detected by different channels from shot to shot (common midpoint, CMP). The seismic data is sorted to common midpoint before stacking.  
2.7.2.2 Seismic Velocity Analysis
Proper interpretation of reflections requires good velocities at all point along the reflection path. The accuracy of the data, processing and interpretation depends mainly on the correction of the velocity measurements.
Principal objectives of seismic velocities are:
(i) Good stacking of the data, in other to increase the signal to noise ratio; and
(ii) Appropriate conversion of time sections to depth section in order to have structural such as well as lithological interpretations.
According to (Robinson and coruh, 1988) the most common concepts of velocity are as follows:


Root mean square velocity (RMS) velocity
When the subsurface layer are horizontal having interval velocities as V1, V2,…, Vn and two way time to the respective interface as t1, t2, …, tn, then the root mean square velocity (Vrms) for an n layer model is defined as:
                              =  ……………………………………………………… (2.12)
Vrms can be defined approximately from CDP shooting
Average Velocity
Average velocity (Vav), can be obtained by dividing depth (hn) by its travel time (tn), where n=1, 2, 3…, k. Vav is measured from the surface down to the reflecting surface.
                              …….……………………………………………………… (2.13)
Interval Velocity
 The velocity within a chosen time interval may be expressed as:
                             …………………………………………………………. (2.14)
Where h is the layer thickness and t is the two way travel time. Interval velocity can be expressed using Dix (1995) equation as:
                                ……………………………………... (2.15)
Where T is the two way travel time to horizontal interfaces and Vrms is the root mean square velocity.
Stacking Velocity
Stacking velocity is used in the application of normal move out (NMO) correction on the common depth point (CDP) gathers. The travel time equation for a homogeneous two layer model with flat horizontal interface is written in terms of horizontal distance between source and receiver (X), velocity (VNMO) for zero offset two way time to the reflector (To) is given as:
                            …………………………………………………….. (2.16)
The stacking velocity (VNMO) is obtained by the equation:
                            ………………………………………………. (2.17)
Migration velocity
Migration velocity is used in the application of migration of seismic data. The equation is given as:
                             …………………………………………………...… (2.18)
Where  is the angle of dip of the reflector.
NMO correction is correction of travel times of traces in a CMP gather to make them zero offset. The correct velocity choice is very important as, extremely high velocity results in under correction (bending downward) of the travel times and low velocity causes over correction (upward bending) of travel times. Velocity analysis is an interactive tool used to estimate the stacking and NMO velocity on 2D and 3D pre-stack data. Velocity analysis I usually done on CMP gathers where the assumption hyperbolic move-out of reflection is often reasonable. The aim of the velocity analysis id to find the velocity that flattens a reflection hyperbola and thus provides the best result when stacking is applied (Yilmaz, 2001)  
2.7.2.3 Deconvolution
Deconvolution is a process designed to restore a wavelet to the form it had before it underwent a linear filtering action (convolution). It improves the vertical resolution of seismic data by compressing the basic wavelet, which also increases bandwidth of the wavelet. There are several types of deconvolution discussed below;
Wavelet Deconvolution
This process attempts to determine the embedded wavelet shape or to control or change the shape of the embedded wavelet. This process tends to shorten seismic response from a reflector, tries to reposition the maximum energy of the wavelet on the velocity density interface (Veeken, 2007).
System Deconvolution
This process attempts to remove the filtering effect of the recording system. This usually requires the characteristics of the impulse or frequency response to be known.
Spiking/Whitening Deconvolution
This is the process in which the desired wavelet is a spike or impulse containing all frequencies. This takes all frequencies to the same amplitude level, assuming anomalous absorption and will result in a better spiked result. Deconvolution is applied before or after stacking, but it is more preferable when applied before stacking since it increases the efficiency of stacking procedure.
Gapped Deconvolution
This process attempts to remove the filtering action of water layer. This is a situation whereby multiples are expected at a certain time distance from the primary and the autocorrelation values in the gap are not used in the deconvolution operator (Telford and Geldart 1990).
2.7.2.4 Migration and Stacking
Stacking involves summing all seismic trace which correspond to the same subsurface reflection point but have different offset distances to generate a stacked section. The stacking is usually carried out at common depth point (CDP). The main reason of using CDP method is to improve the signal to noise ratio of data because when trace is summed, signals can be built where random noise can be canceled (Mahmoud, 2010). The data volume is reduced to a plane of midpoint- time at zero offset by applying normal move-out correction to traces from each common midpoint (CMP) gathers.
Migration is a step in seismic processing in which reflections in seismic data are moved to their correct locations in the x-y-time space of seismic data, including two-way travel time and position relative to shot points. Migration improves seismic interpretation and mapping because the locations of geological structures, especially faults, are more accurate in migrated seismic data (Mahmoud, 2010). The major types of migration techniques include:
(i) Wave-front migration;
(ii) Wave equation migration;
(iii)  Diffraction migration (Kirchhoff);
(iv)  Ray tracing or map migration; and
(v) Depth migration.
The migrated data is transformed into zero- phase to ease interpretation (Brown, 2004). Most seismic interpreters prefer zero- phase data for the following reasons:
(i) The wavelet is symmetrical with most of the energy concentrated in the central lobe;
(ii) This wavelet shape minimizes ambiguity in associating observed waveforms with subsurface interfaces;
(iii)  A horizon track drawn at the center of the wavelet coincides in time with the travel time to the subsurface interface causing the reflection;
(iv)  The maximum amplitude occurs at the center of the waveform and thus coincides with the timed horizon; and
(v) The resolution is better than for other wavelets with the same frequency content.
2.8 Acoustic Impedance
Acoustic impedance (AI) can be defined as the product of rock density and velocity both of which can be directly measured by well logging. Acoustic impedance is a rock (layer) property and not an interface property like the seismic reflection data. Seismic is an interface property, a close approximation to the convolution of a wavelet with a reflection coefficient series, which reflects relative changes in acoustic impedance.
Impedance model contains more information than seismic data. It contains all information in the seismic data without the complicating factor caused by wavelets and adds essential information from log data, AI is therefore a link between seismic data and well data. The AI volume is a result of the integration of data from several sources, typically seismic, well log, and/or velocity. Indeed building an impedance model is the most natural way to integrate data.
In many geologic environments acoustic impedance model have strong relationship with petrophysical properties such as Lithology, porosity, pore fill, and other factors. It is common to find strong empirical relationship between acoustic impedance and one or more of these rock properties. AI models can provide the basis for the generation of 3-D petrophysical property models.
2.9 Post-Stack Seismic Inversion
The main objective of seismic inversion is to transform seismic data into a quantitative rock property, descriptive of the reservoir. Inversion results show higher resolution compared to the working with seismic amplitudes and support more accurate interpretations. This in turn gives better estimations of reservoir properties such as net pay and porosity. An additional benefit is that interpretation efficiency is greatly improved (Pendrel, 2001).
The change in the subsurface lithology is represented by the relative change in acoustic impedances. Acoustic impedance is the physical property of the rock, unlike the seismic reflection data which is interface property, given as the product of density and velocity. Well logs measure both these properties directly, so by multiplying density and sonic log, acoustic impedance log is obtained. These acoustic impedance logs can be converted to the reservoir properties. Different seismic inversion schemes play an important role in seismic interpretation, reservoir characterization, time lapse seismic and other geophysical applications.
Seismic reflection amplitude information can be used to invert for, the relative impedances of the materials on both sides of the interface. So, special attention should be paid during seismic data processing to preserve the actual amplitudes related to the geological variations. Best inversion results can be obtained from seismic data without multiples, acquisition imprints and numerical effects, high signal/noise ratio and zero-offset migrated. Also, due to the band limited nature of the seismic data, lack of low frequencies will prevent the transformed impedance trace from having the basic impedances or velocity structure, crucial to making a geological interpretation (Shrestha and Boeckmann 2002).
Different types of inversion are performed on different types of traces. The main difference is between inversion performed before stacking and inversion performed after it, called pre-stack and post-stack inversions. Most seismic surveys provide images using data that have been stacked. Stacking is a signal enhancement technique that averages many seismic traces. The traces represent recordings from a collection of different source-receiver offsets with a common reflecting midpoint. Each trace is assumed to contain the same signal but different random noise. Stacking gives high signal to noise ratio and signal amplitude, equal to the average of the signal in the stacked traces. The resulting stacked trace is taken to be the response of a normal-incidence reflection at the common midpoint (CMP) (Barclay et al., 2007).
2.9.1 Theory behind Post-Stack Seismic Inversion
The basis of all the inversion analysis is the input data. For the post-stack seismic inversion, stacked seismic volume and the well logs including velocity and density log is required. Thus, it is necessary to understand the basic phenomenon involved in creation of seismic data and it’s relation with the rock physics. Measuring rock parameters with the help of seismic data and well logs can lead us to actual rock properties necessary for the reservoir characterization. The basic convolution model of seismic trace and the basics of the rock physics are discussed as follows;
2.9.2 Convolutional Model for Seismic Trace
The seismic data is recorded in the time domain. The seismic waves with certain frequency are sent to the subsurface and recorded back at the surface giving the seismic trace. This measures the travel time from source to receiver. The convolution model of seismic trace contains three components: reflectivity, wavelet and noise. And it states that seismic trace is the convolution of earth’s reflectivity with a seismic source function with addition of noise component. The equation is given as follows;
                                  s(t) = w(t) * r(t) + n(t) ………………………………………………… (2.19)
Where:
s(t) = seismic trace
w(t) = seismic wavelet
r(t) = earth reflectivity
n(t) = noise
t = time
2.9.3 Reflection Coefficient	
The reflection coefficient (reflectivity) is one of the basic physical concepts in the seismic methods. The reflection coefficient is the response of seismic wavelet to subsurface lithological changes given by acoustic impedances, which is defined as the product of density and velocity of the strata. Mathematically reflectivity or reflection coefficient is given as difference of acoustic impedances of two layers divided by the sum of acoustics impedances of the same layers, given below:
                                 ……………………………………………. (2.20)
Where:
R = reflection coefficient
ρ = density
V = compressional velocity
Z = acoustic impedance
1 and 2 are layers above and below the boundary
The main objective of the seismic inversion is to estimate the physical parameters of the subsurface layers i.e. density and velocity (P and S-wave) of the layers. From the stacked seismic data we can only estimate the P-wave acoustic impedance because stacked seismic data is zero-offset data. The relation between the zero-offset data and reflectivity is given in equation, where Z1 and Z2 are the acoustic impedances of layer 1 and layer 2 respectively. The recursive inversion is used to estimate the acoustic impedance, which is often referred as trace integration. From equation 2 acoustic impedances can be expressed as:
                                   Z2 =  ………………………………………………………..… (2.21)
Where:
Z1 = acoustic impedance of layer 1
Z2 = acoustic impedance of layer 2
R = reflectivity
The equation 4 gives the recursive equation by which acoustic impedance can be obtained as a function of two-way travel time. It can be obtained by using most advance inversion algorithms, often combined with the use of well logs. In the seismic trace obtained, it is assumed that there is no multiple energy and that absorption effects have been removed (Latimer et al., 2000).
2.9.4 Seismic Wavelet
In the convolution model, reflectivity is convolved with the wavelet donated as w(t) to get the seismic traces called synthetic seismic. The wavelet is both complex in shape and it is time varying. Therefore estimation of seismic wavelet is critical in seismic processing and interpretation of the reflection seismic data. A brief description and characteristics of some wavelets are given below.
Minimum Phase Wavelet
According to Treit and Robison (1966), minimum phase wavelet is defined as for a given set of wavelets, all with the same spectrum, the minimum phase wavelet is the one which has sharpest leading edge i.e. wavelet with positive time values. It is important because the typical wavelet in dynamite work is close to minimum phase. The minimum phase has no component prior to zero time and energy is concentrated as close to the origin as possible.
Ricker Wavelet 
The Ricker wavelet consists of a peak and two side lobs or troughs. The Ricker wavelet is dependent on its dominant frequency i.e. the peak frequency of its amplitude spectrum or inversion of dominant period in the time domain.  The ultimate wavelet would be a spike with a flat amplitude spectrum (Mondol, 2003).
2.9.5 Noise Component
The recorded seismic traces are not the true representative of the subsurface lithological boundaries but also contain some unwanted signals. These unwanted signals are called noise. The seismic noise is grouped into two broad categories: random noise and coherent noise. The noise which is due to environmental factors and uncorrelated with the traces is called Random Noise e.g. noise due to moving vehicles. And the noise which is predictable on the seismic trace but unwanted is called Coherent Noise e.g. multiples. The random noise is an additional component n(t) shown in equation 2.18. By stacking the data this noise can be removed. The seismic energy that has reflected more than once in its travel path is called multiples. They may be very easy to recognize or extremely complex as interbedded multiples. They can be partially removed by stacking but require more powerful processing steps such as deconvolution, f-k filtering and inverse velocity stacking to be fully removed (Mondol, 2003).
2.9.6 Seismic Inversion Steps
(a) Quality Control
The first step is to study the quality of the data (i.e. horizon, logs and seismic). Quality control includes removing erroneous data from the sonic and density curves, and generation of missing curves (acoustic impedance).
(b) Log Calibration
The second step involves log analysis and depth to time conversion (Garcia, 2012)


(c) Wavelet Extraction
The third step is wavelet estimation, which is done by extracting a wavelet from the seismic data (Hager, 2009). Wavelets are estimated for the seismic volume as the convolutional operator between the calibrated reflectivity logs and the seismic data (Schlumberger, 2009). There are three methods that are commonly used to calculate the wavelet that are imbedded in the data (Hampson-Russell, 1999). The first method is “purely deterministic,” which would measure the wavelet directly using surface receivers. The second method is “purely statistical,” which would derive the wavelet from seismic data alone. This method, at times, is unreliable because it is sometimes hard to determine the phase spectrum. The third method is using a well log, which would ideally tie perfectly or almost perfectly to the seismic data.
(d) Low Frequency Model
This is the starting point of the inversion process (Garcia, 2012). The role played by the LFM is to fill in the lowest frequency gap left by most conventional seismic data acquisition methods (~0 to 10 Hz) in order to increase bandwidth. A low-pass filter is applied to the well data (0-500 Hz), and low frequencies are interpolated and extrapolated at the well locations in order to populate the entire 3D seismic geometry (Leiceaga et al., 2011). The LFM (0-10 Hz) is added to the seismic bandwidth (8-80 Hz) in order to produce a full bandwidth inversion. The purpose of the LFM is to attain an absolute impedance model for the subsurface. Medium and high velocities yield a relative acoustic impedance model, and therefore are not a true acoustic impedance model for the subsurface (Garcia, 2012). Figure 2.7 shows the fundamental work flow for seismic inversion.
2.9.7 Model Based Inversion
This is a type of post stack inversion that compute acoustic impedance from seismic data. The method is based on a convolutional theory which states that seismic trace can be generated from convolution of wavelet with reflectivity function. The seismic trace is however noisy due to many factors that affect the data from instrument, multiples to cultural noise. 
Seismic trace =Wavelet* Reflectivity + Noise………………………………………………. (2.22)
If the noise in the data is uncorrelated with the seismic signal, the trace can be solved for Earth Reflectivity function. This is a non-linear equation which can be solved iteratively as follows:
                                ………………….……………………………………...... (2.23)
………………………………………. (2.24)
………………………………………….... (2.25)
The above equation is used for recursive inversion with the aim of transforming reflectivity function into acoustic impedance. Where AI1 is the acoustic impedance of top layer and AIN is the Nth layer acoustic impedance. ri is the reflection coefficient for the ith layer.
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Figure 2.16: Fundamental Work Flow of Seismic Inversion (Leiceaga et al., 2011)






CHAPTER THREE
MATERIALS AND METHODS
3.1 Materials Used for the Study
Integrated studies are essential to hydrocarbon development project and inversion is one of the means to extract additional and detailed information from seismic data. Figure 3.1 show flow chart of the methodology. In order to evaluate the hydrocarbon potential of “Ovi” field using acoustic impedance the following dataset and softwares were employed;
3.1.1   3-D Seismic Data (SEG-Y)
The seismic data in SEG-Y format were presented in volumes and the inline ranges from 6649 to 7349 while the crossline ranges from 925 to 1349. The total number of traces are 1501.
3.1.2 Base Map
The base map is a plot of shot and receiver point locations obtained from the seismic survey in respect to the X and Y coordinates. The base map shows the respective position of the seismic lines, their orientation and including wells distribution. The base map for this study is shown in Figure 3.2.
3.1.3   Suite of Well Logs
A total of five wells namely; well4, well12, well5, well2 and well3 were used in this study. The wells contain sonic, density, and neutron porosity, gamma ray, resistivity and caliper logs.
3.1.4 Checkshot Data
The checkshot data was applied to all the wells in the field to enable the tying of well log to seismic data and also in converting time maps to depth maps. The data obtained from the checkshot was used for depth to time conversion.
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Figure 3.1: Flow Chart of Methodology
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Figure 3.2: Base Map of the Study Area with the Well Positions Shown.






3.1.5   Work Station
The workstation used for this study comprises of a CPU, Monitor, mouse and keyboard. Workstations are powerful computer with advance technology that allows;
a. Validation of dataset; and
b. Effective integration and analysis of several data set
3.1.6   Software
The software used for this study includes;
a. Petrel; and 
b. Hampson Russell.
3.2 Methodology
The first phase of this research involved detailed petrophysical analysis of the well logs and structural interpretation of seismic data of “Ovi” Field which were done using Petrel software.
The second phase involved the crossplotting of reservoir properties and later followed by seismic data inversion using Hampson Russell software. 
3.2.1 Lithology Identification
Gamma ray log was used to delineate lithology of the study area into sand and shale units. The gamma ray log was set to a scale of 0-150 API, a central cut of 65 API units was adopted and in which less than 65 API was interpreted as sand while greater than 65 API was interpreted to be shale.
3.2.2 Identification of Reservoirs
Three reservoirs were identified for the purpose of this research; they were identified using the log signatures of both gamma ray and deep induction logs. The interval that have high resistivity with gamma ray reading less than 65 API are considered as hydrocarbon zones while the interval of low resistivity with low gamma ray reading less than 65 API are considered as water bearing zones.
3.2.3 Determination of Petrophysical Properties
Volume of Shale (Vsh)
The gamma ray log was used to calculate the volume of shale of the reservoirs of interest. The gamma ray index was first calculated using the equation 3.1.
 …………………………………………………… (3.1)
Where  Gamma Ray reading from log, minimum Gamma Ray reading (clean sand or carbonate), maximum Gamma Ray reading (shale).
There after the volume of shale was calculated using equation 3.2.
for Tertiary rocks………………………………………………… (3.2)
Porosity ()
This is used to determine the percentage of voids to the total volume of rock. Formation porosity was calculated using the density log. Formation porosity was determined by substituting the bulk density readings from the density log within each reservoir into equation 3.3.
………………………….............................................. (3.3)           
Where, is the matrix density =2.65gm/cm3 (sandstone)
is the fluid density = 1.1gm/cm3 (fluid density)
is the formation bulk density
Formation Factor (F)
Formation factor was determined using the Archie equation (3.4)
………………………………………….…………………… (3.4)
Where a = constant (0.62), m = cementation exponent (2 for sands)
Estimation of Irreducible Water
The irreducible water was calculated using the equation 3.5.
………………………………..…………………… (3.5)
Where F = formation factor.
Estimation of Permeability
The effective permeability was calculated using the equation (Wyllie, 1963);
                                     𝑘𝑒= {250 x (𝜙3/𝑆𝑤𝑖𝑟𝑟) 2 ………………………………………..… (3.6) 
Where; k = permeability, 𝜙 = porosity 
Swirr = irreducible water saturation (water saturation at which all the water present within a formation adhere on the grains within the formation) was determined using the equation (Asquith and Gibson, 1982): 
Estimation of Formation Water Resistivity (Rw)
The formation water resistivity was calculated using the Archie’s equation relating formation factor (F) to the resistivity of a formation at 100% water saturation (Ro) given in equation 3.7.
                                     Rw = ………………………………………...……………………… (3.7)
Estimation of Water Saturation
The water saturation for uninvaded zone was estimated using the following Archie’s 1984 equations 3.8, 3.9, 3.10.
                                      S2w =  ……...…………………………....……………………… (3.8)
                                      F =  ……………………...…………….…......…………………… (3.9)
                                     S2w =  ……………………………………...…………………….... (3.10)
Where Sw = water saturation of the uninvaded zone, Ro = resistivity of formation at 100% water saturation and Rt = true formation resistivity.
Hydrocarbon Saturation (Sh)
This is the percentage of pore volume in a formation occupied by hydrocarbons. It is estimated by subtracting the value obtained for water saturation from 100%.
                                     Sh = (100Sw) % ………...…………………………………………. (3.11)
Where, Sh = Hydrocarbon saturation, Sw = Water Saturation.
Gross Thickness
Gross reservoir thickness interval is the interval covering shale and sand within a reservoir using gamma ray log. 
Net Thickness
Net thickness is the interval covering only sand within a reservoir. Net thickness is determined by subtracting the interval covering shale from gross reservoir thickness.
Net Pay
Net pay is the part of the reservoir from which hydrocarbon can be produced at economic rates, given a specific production method.
Net/Gross  
This is the ratio of Net thickness to Gross thickness of reservoir.
3.2.4   Seismic Data Interpretation
The interpretation of the seismic sections were done by identification and picking of the faults, mapping of horizons, well to seismic tie, generation of time and depth maps. These steps are highlighted below:

3.2.4.1 Picking of Faults
Faults mapped in this study were picked based on the following conditions which are;
(i) Abrupt termination of reflection events;
(ii) Displacement or distortion of reflection; and
(iii)  Change in dip.
Fault is a break in continuity of any geologic unit, which involved in either a lateral or vertical movement of any part of the rock unit and it could be caused by varying geologic processes.
3.2.4.2 Mapping of Horizons
The horizons were picked by tying the well top mapped from the well logs to seismic with the aid of checkshot. The process of mapping the horizon involves establishing a reflection on the seismic data and is continuity across the section. The identification of lithofacies on the seismic sections was based on the amplitude of seismic reflection events. The high amplitude and continuous reflection were found to correspond to sand units, whereas the low amplitude reflections were found to correspond to shale facies. Poor continuity and relatively low reflections were attributed to shaly sand or sandy shale units. Seismic amplitudes are proportional to normal incidence reflection coefficient and thus, lateral/vertical changes in reflection amplitude correspond to lateral/vertical changes in lithology.
3.2.4.3 Well to Seismic Tie
The well to seismic tie was done in order to compare the seismic section and wells. Well logs data were in feet while the seismic data were recorded in time. It is therefore imperative to find the equivalent of the top and bottom of reservoirs delineated on well logs on the seismic section using a synthetic seismogram. The synthetic seismogram was generated by convolving reflectivity generated from acoustic impedance with extracted seismic wavelet.
3.2.4.4 Time Map
An isochron map is a contour map of reflection time picked for a horizon at each shot point. The time map generated using Petrel. Time maps contain structural information. Potential structural traps on these maps are characterized by closed structures as mapped on or near the surface of a reservoir rock formation. According to Sheriff (1992) the quantity of oil that can be trapped in the structure depends on the amount of closure, the area within the closing contour thickness and porosity of the reservoir beds.
3.2.4.5 Depth Map
Depth maps are maps that show contours of equal depth. The depth map was generated by first converting the two way travel time of the various horizons of interest to depth. The depth conversion can be performed using the root square velocities to the various horizons of interest by converting the two way time to one way and multiplying by their respective rms velocities at the time depth graph (Tearpock, 2009). Isodepth maps reveal the depositional topography of a field or an area in most cases the primary dip of the field can be inferred from the map.
3.2.5 Crossplot Analysis
Prior to the inversion process, acoustic impedance was generated from the well log data using sonic and density data. Crossplot analysis gives a relationship between two or more variable. Cross plot analysis are carried out to determine the rock properties and attributes that better discriminate the reservoir (Omudu et al., 2007). In this study the computed acoustic impedance from well were crossplotted with porosity, gamma ray, and water saturation. These were done with a view to understanding the relationship between acoustic impedance and these properties and also guides the inversion result.

3.2.6 Seismic Inversion
Seismic inversion was carried out using the Hampson Russell software. A model based inversion was used to invert the post stacked seismic data. The main steps in the procedure include calibration by tying well logs to the seismic data, estimation of the wavelet, generation of a low-frequency background model, and inversion. A total of five wells and 3-D seismic data was loaded into the strata module of the software. Thereafter three horizons name H1, H2 H3 were imported into the software to provide prior geologic information such as reservoir geometry.
Well to Seismic tie: Before the seismic to well tie was carried out, quality control of data was done to check for washouts and other bad borehole conditions that can affect the log reading and lead to wrong interpretation. The synthetic trace was generated from the well logs and the checkshot data was used to convert depth to two way travel time. In other to generate the synthetic trace density and Primary wave (p-wave)log values were combined to get reflectivity spikes, this procedure was done repeatedly for four wells (well2, well3, well4, and well12). A wavelet was first extracted from the real seismic data which is known as statistical wavelet. This statistical wavelet is symmetrical in shape as shown in Figure 3.3a. The second wavelet was extracted from the well log data and is called wavelet using wells. This wavelet is non symmetrical and is generated from well logs as shown in Figure 3.3b. These wavelets were then convolved with the reflectivity spike one after the other in order to get a synthetic trace. The synthetic trace obtained was correlated with the average seismic trace around the well bore. Synthetic trace using statistical wavelet was first correlated and is shown in Figure 3.4. From Figure 3.4, it is clear that the synthetic does not match well with the real seismic data and the correlation coefficient value is small.
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Figure 3.3: Wavelets Extracted. (a) Statistical (b) Using well
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Figure 3.4: Synthetic Trace Generated (blue) using Statistical Wavelet





The software Hampson Russell suggested shifting down of the synthetic trace to improve the correlation coefficient as shown in Figure 3.5a. The synthetic trace using wavelet from wells was also correlated with average seismic data. 
The software suggested 1ms downward shift of synthetic trace shown in Figure 3.5b. After applying this shift of synthetic trace the synthetic and the real seismic matched well as shown in Figure 3.6. The suggested shifting depends on the correlation window chosen. It is very safe to have small time window to have a good match.
Initial Model: This is also known as low frequency model. It involves the multiplication of density and sonic from each of the wells to produce acoustic impedance logs. There after the converted acoustic impedance logs were filtered with 10Hz high cut filter to generate an initial model. The filtered logs are interpolated between and beyond the holes guided by the imported horizon from 2200ms-3200ms which is the area of interest. Three initial models were recursively iterated with processing sampling rate of 2ms to predict the best acoustic impedance log and synthetic seismic data. The well-matched logs are also interpolated throughout the input seismic profile guided by control horizons (Russell and Hampson 1999). From the quality control Panel (Figure 3.7 and 3.8) there is reasonably good agreement between the inverted (red line) and computed acoustic (blue line) impedance within a constraint window. The black curves indicate the low-frequency impedance extracted from the observed impedance logs. The comparison of the real seismic data and that predicted by the acoustic impedance logs and the estimated source wavelet at the well shows a near perfect match with a good correlation coefficient for well 12, 2, 3 and 4 which shows that the Inversion result gave a good quality acoustic impedance value for the inter-well regions.
Inversion: This is the final stage that involves inverting the seismic data
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Figure 3.5: Time Lag of the Synthetic Trace Represented by Blue Line, Overlying with Minute Difference 
                   of Red Line of Composite Trace. (a) Generated from Seismic Data (b) Generated from Well log
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Figure 3.6: Synthetic Trace Generated (blue) using Well Wavelet
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 Figure 3.7: Quality Control Panel for Seismic Inversion at the Well Bore (a) well 12 (b) well 2 
                   Showing the inverted (red line) and computed acoustic (blue line) impedance within    
                   a Constraint Window. 
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Figure 3.8: Quality Control for Panel for seismic inversion at the well bore (a) well3 (b) well4   
                   Showing the inverted (red line) and computed acoustic (blue line) impedance within a 
                   Constraint window. 



CHAPTER FOUR
RESULTS AND DISCUSSIONS
4.1 Lithostratigraphy and Correlation
The penetrated litho-facies units in the study area include massive continental sandstone (Benin Formation), paralic sandstones, shales and clays (Agbada Formation), as well as marine shales (Akata Formation). Figure 4.1 show the correlation panel across the field with well-placed from north western to south eastern part. Three sands were picked which are named Sand A (reservoir A), sand B (reservoir B), and sand C (reservoir C), the sands are capped by shale (Figure 4.2). 
The reservoirs consist of sand and shale intercalations. The thickness of reservoir A varies from 36.5m to 56.38m, reservoir B varies from 21.34m to 57.91m and reservoir C varies from18.29m to 97.54m across the five wells. The shale thickness varies from 3.4m to 5.2m across reservoir A, 4m to 7.5m across reservoir B and 4,6m to 10.06m cross reservoir C while the sand thickness varies from 10m to 38.34m across reservoir A, 7.9m to 29.56m across reservoir B and 5m to 24.38m across reservoir C. From the environment of deposition and correlation the reservoir sand are continuous across the field.
4.2 Petrophysical Evaluation
Table 4.1 shows the computed petrophysical parameters for reservoir A. The top of the reservoir ranges from 2497.84m to 2584.70m while the bottom ranges from 2535.94m to 2633.47m across the reservoir. The gross thickness ranges from 36.58m to 56.28m, the net thickness ranges from 25.55m to 52.60m, Net/Gross ranges from 0.60 to 0.93, porosity values ranges from 26% to 43%, effective porosity varies from 17% to 34%, permeability ranges from 2300mD to 3500mD and the hydrocarbon saturation ranges from 52% to 73%. This results show that the reservoir A have high hydrocarbon saturation, good porosity.
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Figure 4.1: Well Correlation Panel showing Well 4, 12, 5, 2, 3. It describes the Reservoirs  
                   Correlation across the five Wells.
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Figure 4.2: Delineated Sand Bodies in well 3



               Table 4.1: The Computed Petrophysical Parameters for Reservoir A
	Well
	Top(m)
	Bottom(m)
	Gross thickness (m)
	Net pay (m)
	Net/gross
	Porosity (frac)
	Sw (%)
	Permeability (mD)
	Sh (%)
	Vsh
	eff (%)

	Well4
	2566.42
	2622.81
	56.38
	52.60
	0.93
	0.26
	0.45
	2200
	0.55
	0.09
	0.17

	Well12
	2497.84
	2535.94
	38.10
	30.35
	0.80
	0.35
	0.40
	1800
	0.60
	0.15
	0.19

	Well5
	2499.36
	2535.94
	36.58
	31.41
	0.86
	0.43
	0.48
	2000
	0.52
	0.09
	0.34

	Well2
	2529.84
	2572.51
	42.67
	25.55
	0.60
	0.33
	0.27
	2300
	0.73
	0.11
	0.22

	Well3
	2584.70
	2633.47
	48.77
	33.60
	0.68
	0.30
	0.38
	2800
	0.62
	0.13
	0.17




             Where,             Sw = Water saturation,
                                     Sh = Hydrocarbon Saturation,
                                     Vsh = Volume of shale,
                                     eff = Effective porosity
Table 4.2 shows the computed petrophysical parameters for reservoir B. The top reservoir varies from 2560.32m to 2682.24m while the bottom of the reservoir bottom varies from 2584.70m to 2712.72m across the reservoir. The gross thickness varies from 21.34m to 57.91m, net thickness varies from 14.10m to 51.87m, Net/Gross varies from 0.54 to 0.89, porosity values varies from 31% to 41%, Effective porosity varies from 7% to 21%, permeability values varies from 2250mD to 4000mD and hydrocarbon saturation varies from 58% to 63%.
Table 4.3 shows the computed petrophysical parameters for reservoir C. The top of the reservoir varies from 2750.82m to 2913.85m while the bottom of the reservoir varies from 2805.68m to 2974.85m across the reservoir. The gross thickness varies from 18.29m to 97.54m, net thickness varies from 10.50m to 46.82m, Net/Gross varies from 0.51 to 0.70, porosity varies from 26% to 40%, effective porosity varies from 17% to 21% and hydrocarbon saturation varies from 54% to 67%. From the petrophysical calculation the reservoirs of interest are viable.
4.3 Seismic To Well Tie
 The reservoirs delineated on the well log were tied to seismic using synthetic seismogram generated from well3 shown in figure 4.3.  The seismic trace peak tie well with the synthetic trace peak at the top of reservoir A, reservoir B and reservoir C. This tie enabled seismic event to be mapped with accuracy.
The synthetic wavelet is zero phase as shown by the synthetic graph (Figure 4.4). The lower left hand side shows the time domain wavelet display in amplitude versus time, the upper right shows the phase spectrum of the displayed wavelet in phase (radian) versus frequency (Hz) and the lower right hand side shows frequency spectrum of the wavelet in amplitude versus frequency (Hz)


           Table 4.2: The Computed Petrophysical Parameters for Reservoir B
	Well
	Top(m)
	Bottom(m)
	Gross thickness (m)
	Net pay (m)
	Net/gross 
	Porosity (frac)
	Sw (%)
	Permeability, K (mD)
	Sh (%)
	Vsh(%)
	eff (%)

	Well4
	2631.95
	2689.86
	57.91
	51.87
	0.89
	0.28
	0.37
	2250
	0.63
	0.10
	0.18

	Well12
	2560.32
	2584.70
	24.38
	15.75
	0.65
	0.35
	0.42
	3520
	0.58
	0.08
	0.27

	Well5
	2569.46
	2598.42
	28.96
	24.62
	0.85
	0.32
	0.28
	3700
	0.61
	0.09
	0.19

	Well 2
	2682.24
	2712.72
	30.48
	16.30
	0.54
	0.33
	0.42
	3000
	0.58
	0.12
	0.21

	Well3
	2682.24
	2703.58
	21.34
	14.10
	0.66
	0.28
	0.39
	4000
	0.61
	0.11
	0.17




          Where,               Sw = Water saturation,
                                     Sh = Hydrocarbon Saturation,
                                     Vsh = Volume of shale,
                                     eff = Effective porosity


        Table 4.3: The Computed Petrophysical Parameters of Reservoir C
	Well
	Top(m)
	Bottom(m)
	Gross thickness (m)
	Net pay (m)
	Net/gross 
	Porosity (frac)
	Sw (%)
	Permeability (mD)
	Sh(%)
	Vsh(%)
	eff
	

	Well4
	2750.82
	2805.68
	54.86
	38.40
	0.70
	0.32
	0.36
	2290
	0.64
	0.12
	0.20
	

	Well12
	2865.12
	2962.66
	97.54
	46.82
	0.50
	0.38
	0.44
	3600
	0.56
	0.14
	0.24
	

	Well5
	2913.85
	2974.85
	60.97
	31.70
	0.52
	0.26
	0.33
	2900
	0.67
	0.09
	0.17
	

	Well2
	2877,31
	2941.32
	64.01
	32.65
	0.51
	0.27
	0.46
	3105
	0.54
	0.08
	0.19
	

	Well3
	2798.06
	2816.35
	18.29
	10.50
	0.57
	0.33
	0.39
	2500
	0.61
	0.17
	0.26
	




         Where,                  Sw = Water saturation,
                                       Sh = Hydrocarbon Saturation,
                                       Vsh = Volume of shale,
                                       eff = Effective porosity
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Figure 4.3: Synthetic Seismogram (lines show the seismic to well tie at top of the reservoir).
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Figure 4.4: Synthetic Wavelet Graph.



4.4 Structural Interpretation
The structural frame was achieved by picking assigned faults on inline sections of seismic with the trace appearing on the corresponding cross lines. Twelve faults F1, F2, F3, F4, F5, F6, F7, F8, F9, F10, F11, and F12 were mapped on the seismic inline (Figures 4.5 and 4.6) where the faults are predominant. F7 and F8 are growth faults having roll over anticlines on top of them. F10 and F11 are antithetic faults while the remaining faults are synthetic faults dipping in the southern direction as shown on the inline. The presence of these faults in this study area is an indication that there is hydrocarbon accumulation. Weber and Daukoru (1975) described faults as good migration path for hydrocarbon into the reservoir rocks. Three horizons (H1, H2, and H3) representing top of the three reservoirs were mapped across the seismic volume. Structural maps were generated to evaluate the geometry of the mapped horizons.
The time structural map (Figures 4.7, 4.8, and 4.9) of the three horizons shows presence of growth faults and anticline. The growth faults F7 and F8 are trending northeast to southwest and dipping towards the south. Figure 4.8 shows an anticlinal structure at the north eastern path of the study area closing on fault F2. The depth structural maps (figure 4.10, 4.11 and 4.12) of the three horizons mapped show area of structural high and low. According to Evamy et al., 1978 Commercial oil accumulations occur predominantly in the structurally highest part of a given macrostructure in the strike sense, despite viable trapping conditions down plunge. The trapping systems in “Ovi” field are anticlines and fault assisted closures. Wells 12, 5 and 2 in the depth map of horizon H1 falls on areas of structural high in the north central part.
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Figure 4.5: Interpreted Seismic Section showing Mapped Horizons and Faults on Inline 7309
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Figure 4.6: Interpreted Seismic Section showing Mapped Horizons and Faults on Inline 7216
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Figure 4.7: Time Map of Horizon H1 showing Mapped Faults and Direction of Dip ()
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Figure 4.8: Time Map of Horizon H2 showing Mapped Faults and Direction of Dip ()










[image: ] Figure 4.9: Time Map of Horizon H3 showing Mapped Faults and Direction of Dip ()
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Figure 4.10: Depth Map for Horizon H1 showing Mapped Faults and Direction of Dip ()
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Figure 4.11: Depth Map for Horizon H2 showing Mapped Faults and Direction of Dip ()









[image: ]
Figure 4.12: Depth Map for Horizon H3 showing Mapped Faults and Direction of Dip ()










4.5 Crossplot Interpretation
Figure 4.13 shows the computed acoustic impedance from well 12 using density and sonic logs. The crossplot of acoustic impedance and gamma ray values (Figure 4.14) shows three lithologies which were inferred base on the cluster and where they fall under the gamma ray axis using a cut off of below 65API as sand and above 65API as shale. Clusters that are associated with shale falls in the impedance range of 24500 to 27500(ft/s)*(g/cc), while that associated with water bearing sands falls in the impedance range of 22000 to 24500(ft/s)*(g/cc)  and clusters associated with hydrocarbon bearing sand falls in the impedance range of 17500 to 21500(ft/s)*(g/cc). Figure 4.15 confirms this as it shows an abrupt decrease of Acoustic impedance log reading for reservoir A having hydrocarbon compare to that of shale and water bearing sand, this validates the cross plot analysis. 
Figure 4.16 shows the cross plot of porosity and acoustic impedance for well 2 and well 12. From the crossplot porosity shows an inverse relationship with acoustic impedance and this was confirmed in most of the wells. This crossplot shows that the porosity reduces as the acoustic impedance increases and vice versa. Areas of low acoustic impedance are associated with high porosity.
Figure 4.17 shows the crossplot of water saturation and acoustic impedance. Acoustic impedance shows a linear relationship with water saturation. Water saturation increases with acoustic impedance and this relationship is also obtained in most of the wells. This in turn mean that areas of low acoustic impedance also corresponds to high hydrocarbon saturation.
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Figure 4.13: Acoustic Impedance Computed from Well 12
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Figure 4.14: Cross Plot of Acoustic Impedance and Gamma Ray Reading for Well 12
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Figure 4.15: Correlation Panel of well 12 showing an Abrupt Decrease in Impedance in Area  
                     Suspected to be Hydrocarbon
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Figure 4.16: Crossplot of Porosity versus Acoustic Impedance for (a) Well 2 (b) Well12 Showing 
                     an Inverse Relationship
(a)
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(a)
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Figure 4.17: Crossplot of Water Saturation versus Acoustic Impedance for (a) Well 2 (b) Well12 
                     Showing a Linear Relationship
4.6 Inversion Interpretation
The acoustic impedance values observed at inline 6925 were categorized and color coded in six zones as shown in Table 4.4. The inverted seismic section on inline 6925 (Figure 4.18) shows that the three horizons falls on impedance range associated with sand from the crossplot analysis 17500-24500(ft/s)*(g/cc). Average acoustic impedance map were generated with a time window of 5ms covering the three horizons of interest, these impedance maps shows area with lower acoustic impedance with wells penetrated. The position of the wells on the impedance map validates the results of the inversion.
Figure 4.19, 4.20 and 4.21 show the average acoustic impedance map for horizon H1, H2 and H3 respectively. All hydrocarbon bearing zone are characterized by low acoustic impedance as established from the crossplot analysis. From the maps zones of low impedance are also characterized by high porosity and low water saturation as established from the crossplot analysis. Table 4.5, 4.6 and 4.7 summarize the acoustic impedance values for horizon H1, H2 and H3 respectively. The Table shows wells that penetrated each zone on the acoustic impedance map, porosity values of the wells and the prospect areas mapped. Prospect areas mapped are based on low acoustic impedance that falls within the range of values for hydrocarbon bearing sand from the crossplot analysis. Three prospect X, Y and Z were identified on horizon H1 impedance map while two prospect A and B were identified on horizon H2 impedance map and two prospects P and Q were identified on horizon H3 impedance map. Comparing the depth map and the acoustic impedance map (Figure 4.22) prospect Z falls on area of structural high as shown in the depth map for horizon H1 and prospect Q falls on an anticlinal structure as shown in the depth map for horizon H3 in Figure 4.23.



      Table 4.4: Classification of Acoustic Impedance Range for Inverted Section
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Figure 4.18: Acoustic Impedance Section at Inline 6925
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Figure 4.19: Average Acoustic Impedance Map for Horizon H1







Table 4.5: Summary of Acoustic Impedance Values in Horizon H1
	Impedance Range (ft/s*g/cc)
	Wells
	Porosity (%)
	Pore Fluids
	Prospect

	17201-22000
	Well4
Well 5
Well 12
	0.17
0.19
0.34
	Oil
Oil
Oil
	X,Y and Z


	22500-24500
	No well
	--------
	------
	----------

	23500-31608
	Well2
Well3
	0.22
0.17
	Oil
Oil
	----------
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Figure 4.20: Average Acoustic Impedance Map for Horizon H2









Table 4.6: Summary of Acoustic Impedance Values in Horizon H2
	Impedance Range (ft/s*g/cc)
	Wells
	Porosity (%)
	Pore Fluids
	Prospect

	20876-22500
	Well4
Well12
	0.18
0.27
	Oil
Oil
	A and B


	22500-24500
	No well
	--------
	------
	----------

	23500-29623
	Well2
Well3
	0.21
0.17
	Oil
Oil
	----------















[image: ]Figure 4.21: Average Acoustic Impedance Map for Horizon H3









Table 4.7: Summary of Acoustic Impedance value in Horizon H3
	Impedance Range (ft/s*g/cc)
	Wells
	Porosity (%)
	Pore Fluids
	Prospect

	19013-22280
	Well2
Well3
Well12
	0.19
0.26
0.12
	Oil
Oil
Oil
	Q and R


	22280-23587
	Well4
	0.20
	Oil
	----------

	23587-26854
	No well
	--------
	-------
	----------
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Fig 4.22: Correlation between the Depth Map and Acoustic Impedance Map of Horizon H1 











[image: ]
Fig 4.23: Correlation between the Depth Map and Acoustic Impedance Map of Horizon H3 






CHAPTER FIVE
CONCLUSION AND RECOMMENDATIONS
5.1 Conclusion
Model based seismic inversion has been successfully carried out with the aid of crossplot analysis to characterize the area of study. Acoustic impedance values of 24500-27500(ft/s)*(g/cc), represents shale layers and 17500-24000(ft/s)*(g/cc), represent sand layer (depending on the saturating fluids). Porosity increases as acoustic impedance decreases and water saturation increases as acoustic impedance increases. 
The acoustic impedance maps generated shows area of low acoustic impedance (green to yellow color) corresponding to pay sands while area of high acoustic impedance (red, purple and blue color) as shale based on the crossplot. The Areas of low acoustic impedance are classified as hydrocarbon bearing zones having high porosity as established from the Crossplot analysis.
Seven prospects A, B, Q, R, X, Y and Z were mapped on the average impedance maps. Comparing the acoustic impedance map and the depth map generated, prospect Q correspond to areas where there is fault assisted closure, and prospect Z correspond to area of structural high. Most of the wells used for the inversion falls within the region of low acoustic impedance area which validates the results of the inversion.
5.2 Recommendation
[bookmark: _GoBack]From the study it was observed that the areas of structural high in the southeastern part and fault assisted anticlinal structure in north central part corresponds to area of low acoustic impedance from the maps generated. These areas are located at the following coordinates and depths; (508000, 62000) 2545.08m, and (506000, 58000) 2773.68m. These area are suspected to harbor hydrocarbon and it therefore necessary to carry out further geologic and geophysical interpretations to further confirm these prospects.
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