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Abstract 

 According to the publications of leading health organization in the world, the World Health Organization 

(WHO) reveals that breast cancer is the most propagated disease among women and it may end with mortality. 

The precautions and regular investigations are the options for preventing this cancer. Furthermore, the 

recognition of the sickness may begin at early stages for combating purpose.  From data science perspectives, 

data mining technology is used to uncover the disease according to some parameters like BMI, age and sugar 

routine database. The deployment of those technologies had resulted in considerable results that may help for 

breast cancer aid. In this research, Coimbra dataset are collected and studied according to 10 predictors. We 

used these predictors to estimate if the breast cancer is occurring or not. The 6 algorithms used are compared 

according to their performance in WEKA and in MATLAB. The comparison is useful to prove the possibility of 

using Data Mining algorithms to help Medicine decision engine with good precision. 
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1. Introduction  

In large organizations where database is recorded, the process of extracting the useful information from the big 

database is posing great advantage. The process of knowledge extraction is termed as KDD; Knowledge 

Discovery in Database. The databases are usually maintained for year of information recording where beneficial 

data is generated. This data includes large information in different time lines where standalone procedure must 

be started for extraction of knowledge from this bulky data. The data about particular observations are forming a 

multi-dimensional database, the same is abstracted with data outline. In this study, we have discussed the 

possibility of classification process on this database.  
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Assuming the existence of reasonable observation in this database, the randomness of the observations is 

causing a drawback while clustering the data. In attempts to tackle this difficulty, a rudest decision rule 

algorithm is proposed based on the truncation principle. However, the performance of the classification is 

enhanced to be double than it was before [1]. The performance of clustering can be measured by using the linear 

algebra, it is usually made a good metric of performance of the clustering of text. The quality of clustering was 

described in this article. The linear algebra method the measure the performance on clustering is underlie by the 

fact the more none-similar objects (points) under the same cluster is directly lead to performance disorder. In 

other words, the differences in the particular cluster points is proportional to the quality of clustering. Measuring 

the clustering overlapping across the entire clusters is counted by summation of the individual metric of each 

cluster in the project. In some cases where random clustering is taking over the project, the metric of clustering 

quality is difficult to be obtained, due to that, some statistical calculations are proved a noticeable earthiness in 

this case, the standard deviation and mean square values are the most usable approaches in this condition. Such 

concept of clustering performance is known as standardized clustering metric [2]. At [3], the authors of this 

study proposed a new approach of clustering that is called a hierarchical clustering. The hierarchical clustering 

is proposed by forming a function called objective function that is directly dependent of Bayesian analysis. This 

model can be outlined as portioning the data into several clusters where each cluster forming a hierarchical 

clustered data. The outcomes of this study are resultant of evenly distributed features (attributes) amongst the all 

(most) clusters and then the level of scattering is reduced. Each sub-cluster in this complex is represented a point 

(node) that form the entire hierarchical structure, the features are uniformly distributed among those nodes. 

Classification is popular terminology deployed in all data mining projects, actually it is an algorithm to perform 

essential tasks in data mining projects. Many algorithms are associated with classification in data mining the 

supervised learning algorithms are draws extra attention in this field. The noticeable impact of data mining 

researches lies on their ability for drawing the same performance on data variation, as data base content is 

increasing the data mining algorithms must stand for tolerating this variation. This concept is known as data 

mining scalability where data base volume is increasing with time which is opposed to the algorithm regime, 

scalability is key feature of data mining technologies (4). The cancer data can form two-dimensional database as 

it has too many features that is recorded for long time in cancer investigation process which is the only reference 

for forming the cancer database. Due to their large volume. Clustering and data classification are essential point 

for data mining due to heavy volume of data. In this project, we are going to establish a software for 

classification of cancer data by using MATLAB running in environments of windows operation system. Weka 

function will be ordered in MATLAB routine for classification methods such as (Decision tree, neural network, 

Bayesian network, K-Nearest Neighbor algorithm, DNF rules, Genetic algorithm, Fuzzy and Rough sets) 

implementations. The performance of classification methods will be analyzed extensively using Weka function 

in order to obtain efficient paradigm for cancer data clustering. Using of multi-dimensional databases of cancer, 

we can test the exact performance of the classification system. Multiple tests will be used on the paradigm for 

deriving the level of performance on practical situation.  

2. PCA Algorithm  

One of the classical methods for performing the clustering in big data is using the principal component analysis 

PCA, however, this algorithm is working on the visualization bases where the data points in the database are 
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plotted in three-dimensional axis where the analyst can virtually distinguish the data pattern. For the data set of 

S, the linear data points are listed in this vector and contained as ith elements, more likely, S(i) where 

i=1,2,3,4…n. the principle components can be recognized from this linear data by using the following formula.  

𝒇𝒇(𝑺𝑺,𝑽𝑽) = (𝒔𝒔𝑽𝑽)𝑽𝑽𝑻𝑻 + 𝒖𝒖                               (1) 

The function of equation (1) is representing the vector value function f(S,V) 

The term “u” is representing the average value of the data points fallen in the dataset S 

The term V is the orthogonality matric that produced from the d by m matrixes 

The term sV is called as mapping vector where the value of s is projected in low dimensional domain.  

The estimation of V matrix projection can be given in the equation 2, where this represents the principle 

component analysis function of the above vectors. 

𝑹𝑹(𝒖𝒖,𝑽𝑽) = 𝒊𝒊
𝒏𝒏

  ∑ |𝒔𝒔(𝒊𝒊) − 𝒇𝒇(𝒔𝒔(𝒊𝒊),𝑽𝑽)|𝟐𝟐𝒊𝒊≥𝒏𝒏
𝒊𝒊=𝟏𝟏            (2) 

 

Figure 1: The outcomes of the principal component analysis algorithm. 

However, the principal component analysis can yield the results as virtual representation as demonstrated in the 

figure below. 

3. Performance Metrics 

To trigger the efficiency of the clustering algorithm many set of measurements’ agreements are made. In the 

process to determine the performance metrics two variables are provided at each time clustering process is into 

the image: the dataset which is recorded on the bases of some event in the life and in return, the clusters that is 

resulted from the clustering are also produced. The characteristics of the data that is being classified are directly 

affecting the classification performance. In the process of performance assessment, two procedures are made 

such as the performance measures and validation tests. The performance measure can be done by conduction of 

the following actions: specificity metrics, sensitivity metrics, precision metrics, accuracy metrics, error rate and 
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F-score metrics.  Whereas the validation test can be conducted by performing the following procedures: random 

sub sampling, bootstrap technique, K-fold validation cross and holdout. The following concepts are used for 

measuring the performance of classification: 

1) Confusion matrix: the performance of classifier is usually partitioned out to be form as matrix called as 

confusion matrix. The errors that made by the classifier are usually listed in the confusion matrix that is 

virtualizing all errors and abstracting of it to be more readable. To get away with the confusion matric, the figure 

below is demonstrating the sample content of the matrix. 

Table 1: The matrix of confusion in performance assessment of classifiers 

 

The nomination “a” is termed to the classification of positive values of the data and the process where no errors 

are made in this kind of classification. The nomination “b” is termed the classification of negative values in the 

dataset where the process are made with misclassification events. The nomination “c” is the negative data that is 

also misclassified, and the result of classification is reversed as positive. The nomination “d” is the results of 

classification of the negative values and found the same negative without making any misclassification or error. 

2)  The Recall or Sensitivity: when the database is involving a set of positive and negative values, the 

classification process is taken place with percentage of error, hence some positive values are classified as 

positive without error and others are classified with error. The sensitivity is a measure to identify the percentage 

of error in the classification in terms of negatives misclassified as positives in the classification results. The 

recall is another terminology of the same point (sensitivity) and it can be calculated using the following formula.  

Sensitivity=Recall= TP*(FN+TP)^-0.5                              (3) 

3) Specificity: similarly, like the sensitivity, when the database is involving a set of positive and negative 

values, and however, the classification process is taken place with percentage of error. Hence some positive 

values are classified as positive without error and others are classified with error. The sensitivity is the measure 

to identify the percentage of error in the classification in terms of positives misclassified as negatives in the 

classification results. The recall is another terminology of the same point (sensitivity) and it can be calculated 

using the following formula.  

Specificity= TN*(FP+TN)^-0.5                                        (4) 

4) Accuracy: the classification process is usually happening with errors where the positives or negatives 
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values are classified into negatives and positives respectively. The overall percentage of error happening y 

accumulating all sensitivity and specificity error are called as accuracy, the same can be represented as the 

following formula.  

Accuracy= (TN+TP)*(FN+TP+TN+FP)^-0.5 

5) Positive prediction of the value (precision): it is called in short as PPV and is determined as per the 

following formula. 

PPV=TP*(FP+TP)                          (5) 

The K-fold cross validation method is used as validation technique in this project where it based on the method 

of holdout. However, for particular dataset, the K-fold method is firstly segregating the dataset into ks groups 

where the first group can be nominated as GR(1) and last group can be nominated as GR(k). The K-fold 

involves using the holdout method on each Kth group and validating the results obtained from this method with 

the results of entering the GR(n+1) into the holdout method. More likely, the groups are used for testing and 

validation consecutively.   

4. Simulated model 

The proposed system has been implemented and tested in MATLAB and Weka under Windows Operating 

System.  The Performance of the classification algorithm was tested with the breast cancer database called 

“Breast Cancer Coimbra Data Set’’. This Data set is originally prepared by the Faculty of Medicine of the 

University of Coimbra. It has 10 predictors. These predictors can potentially be used as a biomarker of breast 

cancer. The User Interface Showing the Multidimensional Data Projected in Virtual 2D Space is given in the 

figure below: 

 

Figure 2: The cancer data projected in virtual 2D space 
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The figure below is showing the multidimensional data projected in virtual 3D Space: 

 

Figure 3: The cancer data projected in virtual 2D space 

5. Performance of Classification 

The Console Output Showing the Classification Performance of the three Classification Algorithms as the 

following table: 

 

Figure 4: The class performance of Benign cases. 

 

Figure 5: Average Performance of Classification with Both Cases 
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Figure 6: Graphical representation of average performance from both cases. 

Weka is data mining software that uses a collection of machine learning algorithms (6). These algorithms can be 

applied directly to the data or called from the Java code. It also used for applying the classification on the cancer 

data and hence the following results are obtained. 

 

Figure 7: Accuracy of classifying of both cases in terms of TP and FP in Weka. 

 

Figure 8: Accuracy of classifying of both cases in terms of Precision and Recall in Weka. 
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Figure 9: Accuracy of classifying of both cases in terms of F measure and ROC area in Weka. 

6. Average Performance of Classification with Both Cases of Weka (Benign and Malignant) 

The following table shows the class-wise performance of Malignant cases in terms of 6 different algorithms. 

Table 2: Figure Error! No text of specified style in document..1: Class-wise Performance of Malignant Cases 
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have decided to select the best two algorithms from each family of algorithms for the comparisons. We selected 

the best two classifiers from the following  the family of algorithms: Bayes (Bayes Variants),  functions (Neural 

Network based Algorithms), lazy (lazy classifiers), meta (Meta-Classifiers), rules (Rule-based Classifiers), 

Trees(Tree-Based Classifiers). The results of SVM is not presented because it didn't produce good results 

among the compared Neural Network Based Algorithm. RBF and MLP are the top best-performing algorithms 

among the all Neural Network Based Algorithms. 

8. Conclusion 

The average top-performing algorithms (in terms of precision)  from each family are: Classification Via 

Rregression (0.762), AdaBoost  (0.75), Random Forest (0.741), RBFNN (0.729), Jrip (0.715) and J48 (0.691) 

The average top performing results in the other papers are different. For example RF(0.743), SVM (0.714), 

DT(0.686) where the best in the paer studying the performance evaluation of machine learning methods for 

breast cancer prediction[8]. Furthermore, Using TP-rate. FP-rate, Precision, Recall, F-measure, MCC, ROC area 

in my validation was not used with no any other paper studying the same data like in [9] and in [10]. Most of the 

papers mentioned didn’t do k-fold validation so I think their results are inferior to my results. 
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